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Change detection is a vibrant area of research in remote 
sensing. Thanks to increases in the spatial resolution of 

remote sensing images, subtle changes at a finer geometri-
cal scale can now be effectively detected. However, change 
detection from very-high-spatial-resolution (VHR) (≤5 m) 
remote sensing images is challenging due to limited spec-
tral information, spectral variability, geometric distortion, 
and information loss. To address these challenges, many 
change detection algorithms have been developed. How-
ever, a comprehensive review of change detection in VHR 
images is lacking in the existing literature. This review aims 
to fill the gap and mainly includes three aspects: methods, 
applications, and future directions. 

BACKGROUND
Change detection is a vibrant area of research with wide-
ranging applicability, including damage assessment, land 
management, and environment monitoring. Due to the 
revisit property of Earth observation sensors, multitem-
poral remote sensing images at a large geographical scale 
can be acquired easily and conveniently. Due to their ex-
tensive availability, optical images become the main data 
sources for change detection [1]. Since these satellite sen-
sors are able to acquire images with meter and submeter 
spatial resolutions, ground objects in fine spatial detail can 
be investigated [2]. Subtle change detection using these 
VHR images has drawn great interest in both the academic 
and industrial communities. However, multitemporal VHR 

images exhibit unique properties, such as limited spectral 
information, intrinsic spectral variability, spatial displace-
ment, and information loss, that limit the usefulness of 
traditional change detection methods. Therefore, a great 
number of studies have been carried out on VHR change 
detection, and a series of new research topics has emerged 
along with advances in remote sensing technology and data 
computing methods. In this regard, a timely overview of 
VHR change detection is required to summarize the new 
techniques and applications.

Although a number of reviews about change detection 
using remote sensing data [3]–[10] exist in the literature, the 
publications discuss general change detection methods and 
do not focus on high-spatial-resolution images. Only a few 
available works involve VHR images, e.g., the reviews in [6] 
and [7]. However, those two works concern object-based 
change detection methods for VHR data, neglecting other 
aspects, e.g., recent technological advances in deep learn-
ing and multiview and 3D change detection. Moreover, spe-
cific applications of VHR change detection have rarely been 
summarized and discussed in the currently available litera-
ture. Therefore, a comprehensive review of change detec-
tion from VHR remote sensing images, including methods, 
applications, and future directions, is presented (Figure 1). 

ISSUES RELATED TO VHR IMAGES AND THEIR 
CHANGE DETECTION
With the ongoing development of remote sensing imag-
ing techniques, an increasing number of VHR sensors are 
available, and many new sensors are being planned and 
launched [11]. New platforms, such as unmanned aerial 
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vehicles (UAVs) and remotely piloted aircraft systems, have 
grown in popularity [12] and are now providing a large 
amount of VHR remote sensing data. As seen in Table 1, the 
imaging capabilities of VHR platforms and sensors are con-
tinually being improved with higher spatial resolutions, 
more spectral bands, and higher temporal revisit frequen-
cies. In addition, most VHR sensors provide an along-track 
and across-track pair for stereo capture [12], [13]. With the 
improved capability of VHR remote sensing equipment, it 
is now becoming possible to achieve subtle, detailed, and 
frequent 3D change detection. Although change detection 
using VHR images is advantageous, from a technological 
point of view, it remains a challenge due to 1) limited spec-
tral information, 2) intrinsic spectral variability, 3) spatial 
displacement, and 4) information loss, as discussed in the 
following.
1) Limited spectral information: Compared to coarse- and 

medium-resolution sensors, images captured by VHR 
sensors usually provide a smaller number of bands. Al-
though WorldView-3, one of the most advanced VHR 
sensors, can provide images with 16 spectral bands, 
most VHR images, e.g., from IKONOS, QuickBird, 
WorldView-2, and Ziyuan-3, cover only four bands 
(blue, green, red, and near-infrared) [14]. With limited 
spectral information, it is difficult to separate classes 
that have similar spectral signatures because of the low 
between-class variance [15]–[18]. Researchers have also 
pointed out that it is difficult to achieve high-accuracy 
change detection with the limited spectral information 
[5], [15], [19]–[21] of VHR images. This may inhibit the 
direct use of traditional spectral-based change detec-
tion methods, e.g., change vector analysis (CVA) [22]. 
Therefore, other categories of features are often adopted 
to augment the spectral information for VHR change 
detection.

2) Spectral variability: There exists a high degree of spec-
tral variability in VHR images. Buildings, for exam-
ple, have complicated appearances, with various roof 
superstructures, such as chimneys, water tanks, and 
pipelines; this  leads to significantly heterogeneous 

spectral characteristics in VHR images [23], [24]. High 
spectral variability within geographic objects increases 
the within-class variance, which inevitably leads to 
the uncertainty of spectral-based image interpretation 
methods. External factors, such as atmospheric condi-
tions, phenological stages, sun angles, soil moisture, 
tidal stages, and water turbidity, may make unchanged 
objects temporally variant in their spectral features 
and hence result in them being incorrectly identified 
as changed ones [25], [26].  In addition, temporary 
objects, such as cars on a road, visible in VHR images 
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FIGURE 1. An outline of this review, including (a) applications, (b) methods, and (c) future directions.

TABLE 1. THE MAIN PARAMETERS OF SOME VHR SENSORS.

SENSOR

SPATIAL 
RESOLUTION 
(M)

NUMBER 
OF BANDS

REVISIT  
TIME (DAYS)

LAUNCH 
YEAR

IKONOS 1 Four One to three 1991

QuickBird 0.61 Four 1.5–2.5 2001

SPOT-5 2.5 Four 26 2002

OrbView-3 1 Four Three 2003

Cartosat-2 0.8 One Four 2007

WorldView-1 0.5 One 1.7 2007

GeoEye-1 0.41 Four Fewer than 
three

2008

WorldView-2 0.46 Four 1.1 2009

KOMPSAT-3 0.7 Four Three 2012

Ziyuan-3 2.1 Four Four to five 2012

SPOT-6/7 2 Four One 2012/2014

Gaofen-1 2 Four Fewer than 
four

2013

Gaofen-2 0.8 Four Four 2014

Planet Labs 3 Four One or two 2014

Deimos-2 1 Four One or two 2014

WorldView-3 0.31 16 Fewer than 
one

2014

DMC-3 1 Four One 2015

WorldView-4 0.31 Four Fewer than 
one

2016

SPOT: Satellite Pour l’Observation de la Terre; KOMPSAT: Korean Multipurpose Satellite; 
DMC: Disaster Monitoring Constellation.
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can also affect the performance of traditional spectral-
based change detection methods using VHR images.

3) Spatial displacement: The VHR imaging systems on opti-
cal satellites are highly agile platforms and can operate 
as constellations [27] that can support rapid retarget-
ing, high revisit times (for instance, <1 day for World-
View-3 and WorldView-4), and stereoscopic coverage 
for rapid disaster response and 3D change detection 
[28]. However, this imaging mode makes it extremely 
difficult to acquire multitemporal images with the 
same or close viewing angles for accurate change de-
tection [29], [30]. As such, multitemporal VHR images 
may suffer from apparent spatial displacement due 
to the parallax distortion of land cover objects, espe-
cially for high-rise buildings [31]. Specifically, a build-
ing may display distinct spatial morphologies (e.g., 
roofs and facades) in multitemporal VHR images due 
to different viewing angles (Figure 2). This may lead 
to a large number of commission errors if traditional 
spectral and pixel-based change detection methods 
are adopted. To solve such a problem, precise ortho-
rectification using VHR digital surface models (DSMs) 
is a feasible solution. In particular, sensors equipped 
with multiview imaging systems, for instance, the 
three-line array of Ziyuan-3 and the two cameras of 
Cartosat-2, that can nearly simultaneously collect 
multiview images are preferred in similar atmospheric 
conditions for their stereo pairs and convenient collec-
tion of multitemporal data.

4) Information loss: VHR images suffer from serious infor-
mation loss owing to the presence of clouds/haze, cloud 
shadows, and shadows cast by terrain, buildings, and 
trees. The problem of cloud and cloud shadow contami-
nation can be avoided by selecting cloud-free observa-
tions [32]. However, shadows cast by terrain, buildings, 
and trees seem unavoidable in VHR imagery, especially 
in urban areas [33]. Although shadow information is 
useful in building detection and height estimation [34]–
[36], it becomes a problem for change detection in wider 

areas [37]. Since the direction and length of shadows are 
dependent on the sun’s azimuth and elevation angle at 
the time of image acquisition, shadow-affected areas are 
different in multitemporal images. Besides, in the case 
of occlusions by vertical structures (e.g., high-rise build-
ings and trees), the problem of information loss can be 
more complicated. With different viewing geometries in 
multitemporal images, the size and direction of the tilt-
ing effect can vary, as shown in Figure 2. Overall, the 
regions affected by shadow and occlusions may become 
invisible and different in multitemporal VHR images.

METHODS
Change detection methods for VHR images are commonly 
based on two steps: 1) feature extraction and 2) change de-
tection (see Figure 1).

FEATURE EXTRACTION
Change detection methods rely on effective multitemporal 
feature representation to indicate whether and what changes 
have occurred. It has been agreed that spectral-based meth-
ods become ineffective in dealing with the challenges fac-
ing VHR change detection. During the past decades, a large 
number of image features have been extracted, which can 
compensate for the limited spectral information contained 
in VHR images and improve the discriminative capability 
of image change information. In this review, image features 
designed for VHR change detection are divided into the fol-
lowing categories: textural, deep, object based, and angu-
lar (Figure 3). These are potentially useful for dealing with 
the challenges of limited spectral information and intrinsic 
spectral variability. A summary of the major features used 
for VHR change detection, including categories, subcatego-
ries, descriptions, characteristics, most-used sensors, and 
corresponding references, is presented in Table 2.

TEXTURAL FEATURES
Textural features depict contextual and structural informa-
tion by using a moving window or kernel, where the param-
eters of size, direction, and distance must be appropriately 
determined [5], [38]. Textural features for VHR change de-
tection can be categorized as statistical, structural, model 
based, and transform based. Statistical textures describe 
the relationships between the gray levels of local windows, 
e.g., the gray-level cooccurrence matrix (GLCM); local bina-
ry patterns (LBPs); and pixel shape index (PSI). The GLCM, 
the most popular statistical texture, measures the contrast 
(e.g., dissimilarity and homogeneity), orderliness (e.g., the 
angular second moment and entropy), and statistical (e.g., 
the mean, variance, and correlation) attributes within lo-
cal windows [39], [40]. The LBP, an ordered set of binary 
comparisons of pixel values between the central pixel and 
its neighboring ones, is invariant to monotonic grayscale 
change [41]. The PSI aims to measure the length of direc-
tion lines, which are extended based on gray-level similar-
ity along a series of directions [42]. Some representative 

(a) (b) (c)

FIGURE 2. The spatial displacement in multispectral data acquired 
with different viewing geometries in an unchanged urban scene 
[21]: (a) Image (t1), with a satellite angle zenith of 153°, and (b) 
image (t2), with a satellite angle zenith of 129°12 .́ (c) The result of 
traditional spectral-based CVA shows a high number of false alarms 
(black and white indicate unchanged and changed areas, respec-
tively) [31]. 
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examples for VHR change detection using statistical tex-
tures are briefly introduced in the following.

Tan et al. [43] adopted the GLCM in an automatic change 
detection method to consider the variation information of 
direction, distance, and amplitude in images. Li et al. [44] ap-
plied the local similarity of GLCM textures to detect changes 
and demonstrated that this kind of feature was robust against 
both noise and spectral similarity. Peng and Zhang [45] used 
the LBP for change detection from Gaofen-1 imagery, and 
both qualitative and quantitative analyses demonstrated 
the effectiveness of the proposed approach. Zhang et al. [46] 
identified building change types, i.e., new construction, de-
molition, and reconstruction, by using LBP features and ob-
tained satisfactory change detection results with a high de-
tection accuracy and precise structure boundaries. Liu et al. 
[47] proposed a line-constrained shape feature, a modified 
version of the PSI, for building change detection, and the re-
sults showed the approach’s advantage in individual build-
ing change detection in a lightly populated region.

Structural textures, e.g., morphological profiles (MPs) 
and attribute profiles (APs), facilitate the investigation 
of the geometries, shapes, and edges of regions, with the 
convex and concave components being erased so that the 
geometric information of relevant structures is preserved 
and unimportant details are attenuated [48], [49]. MPs 
and APs have proved to be effective in VHR change de-
tection since they can simplify results and reduce noise 
components (e.g., spectral variations) [48], [49]. For in-
stance, Liu et  al. [50] took the geometrical structure of 
change targets into account using MPs. In addition, the 
morphological building index (MBI) [36], which is defined 
as differential MPs with linear structural elements, has 
been extensively used in VHR change detection in urban 
areas since it can highlight bright and high-contrast struc-
tures, mostly consisting of buildings, in remote sensing im-
ages. For example, Huang et al. [51] proposed an automatic 
building change detection framework based on the MBI. 
Experimental results showed that the proposed method 
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outperformed supervised classification via a support vec-
tor machine (SVM). In addition, point and line features, for 
instance, Harris [52] and scale-invariant feature transforms 
(SIFTs) [53], can improve the discriminability of man-made 
objects, such as buildings, roads, and cars, by describing 
corners and edges, therefore improving results.

Model-based textures, e.g., Markov random fields 
(MRFs) and fractal models, aim to represent textures 
through stochastic processes [54]. MRF models present 
spatial context through a graph-based image representa-
tion, where the nodes and edges of the graph express pixels 
and their relationship with connected nodes, respectively. 
Fractal models can depict texture roughness and complex-
ity by capturing self-similar and self-affine patterns [55]. 
A number of MRF-based methods have been proposed to 
deal with VHR image change detection [56]–[60] because 
of their ability to describe local spatial relationships. Spe-
cifically, Bruzzone and Prieto [57] introduced a change 
detection method based on an MRF to model prior class 
probabilities by interpixel dependence, which increased 
the accuracy and reliability of the change detection results. 
In [60], spatial constraints between neighboring samples 
were formulated using an MRF in an active learning pro-
cess for change detection. Multifractal features were ap-
plied to change detection in [61], and experiments on a 
complex landscape that included urban areas, agricultural 
fields, trees, and an unregulated river indicated that the 
features were tolerant to some degree to multitemporal dif-
ferences caused by the viewing geometry and illumination 
angles.

Transform-based textures, e.g., Gabor, wavelets, and 
contourlets (CTs), aim to convert images into a new space 

to capture local structures corresponding to scale, localiza-
tion, and orientation [62]. For example, Li et al. [63] used 
a Gabor-based approach to improve the change detection 
performance since the technique can capture contextual in-
formation at different scales and orientations. Wei et al. [64] 
introduced wavelet pyramid decomposition features to VHR 
change detection. Thus, in VHR images, the complexity of 
homogeneous regions can be reduced in low-scale features, 
and details and edge information can be retained in high-
scale ones [64]. In a comparative study conducted by Li et al. 
[65], a number of representative textural features were select-
ed for change detection using VHR images, and it was shown 
that texture-based change detection methods can obtain 
better performance than spectral-based pixel ones. Texture 
change detection results are demonstrated in Figure 4, and 
it can be seen that, compared to using individual textures, 
combining multiple textures can improve change detection 
accuracy.

DEEP FEATURES
Deep feature representation based on the layer-wise learn-
ing of image patterns is a very promising research direction 
for change detection in VHR images [66], [67]. Differing 
from traditional handcrafted features, higher-level ab-
stractions (both linear and nonlinear features) can be au-
tomatically extracted and optimized by multilayer neural 
networks, which can retain crucial variations and discard 
uncorrelated differences for change detection tasks [68]. In 
recent years, many deep learning methods have been devel-
oped, such as autoencoder (AE) models and convolutional 
neural networks (CNNs), for deep feature extraction in 
change detection with VHR images.

TABLE 2. A SUMMARY OF THE FEATURES USED FOR VHR IMAGE CHANGE DETECTION.

CATEGORY SUBCATEGORY DESCRIPTION CHARACTERISTICS SENSOR REFERENCES

Textural 
features

Statistical Describe the relationships among the gray levels of 
local windows

Edge effect, difficulty of 
identifying parameters

QuickBird 
[48]–[53]

[43]–[47]

Structural Investigate the geometry, shapes, and edges of 
regions

[48]–[53]

Model based Obtain coefficients from the model describing the 
relationships among the local image neighborhood

[56]–[61]

Transform based Capture local structures in a transformed space [63], [64]

Deep  
features

Autoencoders Learn efficient encoding through the optimization  
of a series of criteria

Complex training and 
parameter tuning, 
“black-box” nature, high 
computational burden, 
overfitting, and so on

Gaofen-2 
[66], [77] 
and Google 
Earth images 
[66], [76]

[70]–[73]

Convolutional 
neural networks

Extract mid- and high-level abstract features by 
interleaving convolutional and pooling layers

[66], [67], 
[75]–[78]

Object-
based 
features

First level Radiometry, geometry, and texture for each image 
object

Determination of ap-
propriate segmentation 
parameters and uncertain-
ties of the segmentation 
results

QuickBird 
[88], [89]

[85], [88], 
[89]

Second level Relationships between two image objects, e.g., 
adjacency and proximity, and relationships with 
neighboring objects

[91], [92]

Third level Spatial arrangements of multiple objects [95]

Angular 
features

Implicit Orthographic images and DSMs Availability of multiangle 
images

Ziyuan-3 [2], 
[21]

[21], [98], 
[99]

Explicit Quantify the differences contained in multiangle 
images, such as angular difference features

[2]
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The AE is an unsupervised feature learning model that is 
constructed by minimizing the reconstruction error. How-
ever, it may learn a useless feature representation, such as a 
simple copy of the input [69]. To overcome that issue, variant 
models, e.g., the denoising AE (DAE) [70], sparse AE (SAE) 
[71], and Fisher AE (FAE) [72], have been employed for VHR 
change detection, with denoising, sparsity, and Fisher dis-
criminant criteria, respectively. Specifically, a stacked DAE 
was used to learn high-level features from the local neighbor-
hood [70]. In [70], it was found that the filters learned by a 
stacked DAE have a stronger representation capability than 
existing explicit ones. Based on the SAE, Su et al. [71] trans-
formed a difference image into a suitable feature space for 
suppressing noise and extracting key change information in 
the change detection framework. Liu et al. [72] used the FAE 
for unsupervised layer-wise feature learning and showed that 
the model can generate more discriminative features than 

the original AE. In addition to unsupervised feature learn-
ing through the optimization of certain criterions, AE-based 
models can learn effective features in a supervised way by 
considering label consistency, e.g., the contractive AE [73].

It is well recognized that CNNs are effective in extract-
ing mid- and high-level abstract features by interleaving 
convolutional and pooling layers [74]. According to the 
feature learning strategy, CNNs can be categorized as un-
supervised [67], [75], [76], supervised [77], fine-tuning 
[66], and transfer learning based [78]. For example, Zhan 
et al. [75] used a pretrained CNN to automatically extract 
deep spatial–spectral features for change detection in VHR 
satellite images. Saha et  al. [67] developed unsupervised 
deep CVA for change detection, and a network trained on 
remote sensing aerial images for semantic labeling by Volpi 
and Tuia [79] was adopted for deep feature extraction. As 
detailed in Figure 5, the experimental results demonstrated 

(d) (e) (f)

(a) (b) (c)

(g)

(h) (i) (j) (k)

Unchanged
Changed

FIGURE 4. Change detection results based on textures: (a) image (t1), (b) image (t2), (c) the reference change map, (d) the GLCM, (e) APs, 
(f) a 2D wavelet transform (WT), (g) a fractal, (h) a fuzzy set (APs plus a 2D WT plus a 3D WT), (i) a fuzzy set (all textures), (j) a random 
forest (APs plus a 2D WT plus a 3D WT), and (k) a random forest (all textures) [65]. 
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that, compared to object-based methods, deep features are 
effective for capturing change information and are prom-
ising for distinguishing multiclass change information. 
Wang et al. [77] trained a model through manually select-
ed samples, where the parameters of the shared convolu-
tional layers were initialized by the pretrained ResNet-50 
model, and the others were randomly initialized. Hou 
et  al. [66] chose to extract CNN-based deep features 
through a fine-tuned Visual Geometry Group (VGG)-16 
by transferring a model pretrained on large-scale natural 
images to the remote sensing domain via an aerial im-
age data set. Liu et al. [78] proposed a CNN-based transfer 
learning method for change detection. In particular, the 
loss function was designed by combining high-level fea-
tures extracted from a pretrained model (i.e., the U-net 
model trained on an open source data set) and semantic 
information contained in change detection data sets.

Notably, deep learning methods depend on an enor-
mous amount of training data, which may not be avail-
able for multitemporal VHR remote sensing imagery [74]. 

Meanwhile, great differences in spectral properties and im-
age contexts among natural red–green–blue (RGB) images 
and remote sensing data result in deep features extracted by 
fine-tuned models that do not fully represent the essential 
characteristics of remote sensing images. As a result, the con-
trast between a small number of remote sensing data sets 
and a large number of natural images during model learning 
may hamper the further improvement of VHR change de-
tection using deep features. In recent years, large multitem-
poral data sets have been released, such as 86 image pairs 
from the DigitalGlobe satellite constellation (i.e., QuickBird, 
WorldView-1, WorldView-2, and GeoEye-1) [80], 291 pairs of 
multitemporal aerial images [81], and more than 700,000 
labeled instances for building damage assessment [82]. It 
can be anticipated that more and larger multitemporal VHR 
remote sensing data sets with diverse image characteristics 
and various acquisition conditions will appear in the near 
future. In this case, the essential change features for VHR 
remote sensing images can be effectively extracted by a deep 
network specialized for multitemporal remote sensing data.

(a) (b) (c)

(d) (e) (f)

ωnc ωc1 ωc2 ωc3 Bounding Box Denoting Changes

FIGURE 5. Change detection results for QuickBird bi-temporal images: (a) image (t1), (b) image (t2), (c) the reference change map, (d) multi-
class deep CVA, (f) binary change deep CVA, and (h) object-based CVA [67]. 
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OBJECT-BASED FEATURES
Object-based features refer to spectral, geometry, texture, 
extent, and contextual information at the object scale 
rather than single pixels and groups of pixels within a ker-
nel filter/moving window. In this way, an image object is 
viewed as the processing unit for change detection. An ob-
ject is a set of spatially adjacent pixels that are spectrally 
similar and that can be extracted through image segmen-
tation. Overall, object-based features are effective in VHR 
change detection since they mitigate radiometric differenc-
es, spectral variability, and misregistration errors [38], [83]. 
However, appropriate segmentation parameters, which are 
often dependent on subjective and laborious trial-and-er-
ror experiments, need to be determined [84]. Furthermore, 
shortcomings and problems in different multitemporal 
image segmentation strategies, e.g., 1) the segmentation 
of only one monotemporal image, 2) the segmentation 
of stacked multitemporal images, and 3) the independent 
segmentation of multitemporal images, should be careful-
ly considered and tackled [5], [85]. Specifically, geometric 
changes (e.g., the size and shape) cannot be captured by 1) 
and 2) [85]. Moreover, strategy 2) may also result in “sliver 
objects” caused by image misregistration. As for strategy 
3), spatial correspondence between multitemporal objects 
needs to be established. Object-based CVA results [85] de-
rived from different multitemporal segmentation strate-
gies are presented in Figure 6, where it can be observed 

that different multitemporal segmentation strategies can 
significantly affect change detection results.

Generally speaking, three levels of object-based fea-
tures can be used for change detection [86]. In the first, 
the object-based features include the radiometry, geom-
etry, and texture for each image object [87]. For instance, 
in [88], key points of each object are extracted in change 
detection, which was successfully applied in three landslide 
scenes and one view that examined land use changes. Bo-
volo [89] computed the mean values of texture measures in 
separate parcels for change detection, and better accuracy 
with high fidelity in the homogeneous and border regions 
was achieved by the object-based method than with the 
pixel-based one. However, in these studies, texture is still 
extracted in a pixel-based manner and depends on the size 
of a moving window (or kernel). More importantly, ker-
nel- and window-based texture can create between-class 
texture, leading to an edge effect [87]. Therefore, object-ori-
ented texture computed within the boundary of an object is 
recommended, such as object-wise GLCM texture measures 
[87] and object-based MPs [90].

The second-level object-based features exploit relation-
ships between two image objects, e.g., adjacency, proximity, 
and relations between neighboring objects [87]. For exam-
ple, Liang et al. [91] considered the relations of neighbor-
ing objects in feature extraction for object-oriented change 
detection. Yu et al. [92] combined a relative border with a 

(a) (b) (c)

(d) (e) (f)

FIGURE 6. Object-based CVA results from different multitemporal segmentation strategies: (a) image (t1), (b) image (t2), (c) the reference 
change map, (d) the segmentation of image(t1), (e) the segmentation of stacked multitemporal images, and (f) the separate segmentation of 
each monotemporal image [85]. 
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“forest with no change” and the normalized difference veg-
etation index (NDVI) to identify the category of “change 
from forest to developed land.” The third-level features refer 
to spatial arrangements among multiple objects [87]. Third-
level object-based features have been used in image classi-
fication, such as urban functional zone extraction [93] and 
urban village detection [94]. Nevertheless, such features 
have rarely been used in VHR image change detection. In 
[95], spatial dependency and sharing boundaries among  
multiple objects are considered to reduce spurious errors 
caused by shadow in urban vegetation change detection.

ANGULAR FEATURES
Multiangle satellite images can be acquired by WorldView-2, 
IKONOS, Cartosat-1, and Ziyuan-3 through across-track and 
along-track stereoscopy [96]. Spatial and spectral variations 
encoded in multiangle images can be extracted as new in-
formation sources for change detection. To be specific, mul-
tiangle observations can capture information about bidi-
rectional reflectance signatures and vertical structures (e.g., 
trees and buildings) and hence complement conventional 
spectral and spatial features [27]. In this article, angular fea-
tures are categorized as 1) implicit ones that are generated 
by stereo photogrammetry, such as orthographic images 
and DSMs, and 2) explicit ones that capture angular varia-
tions, such as angular difference features [97].

Most existing change detection studies based on multi-
angle VHR imagery adopt implicit angular features. For ex-
ample, Chaabouni-Chouayakh et al. [98] presented a fully 
automatic change detection method for urban monitoring 
using IKONOS stereo data, and their experimental results 
verified the effectiveness of the joint use of multispectral 
and DSM features. Tian et al. [99] investigated building and 
forest change detection using panchromatic Cartosat-1 ste-
reo imagery, and they found that extracted height values 
from DSMs can greatly improve change detection accuracy. 
Huang et al. [21] used photogrammetrically derived ortho-
graphic images from multiangle Ziyuan-3 data to monitor 
subtle changes across urban areas, and it was shown that the 
use of orthographic images can minimize the influence of 
spatial inconsistency among multitemporal data, e.g., mis-
registration and parallax distortion for high-rise buildings.

On the other hand, explicit angular features aim at de-
scribing the differences contained in multiangle images, 
e.g., the angular difference feature [100], multiangular built-
up index (MABI) [101], multiangle spectral variation feature 
[27], stacked multiangle spectral feature [102], and bidirec-
tional reflectance distribution function-based index [103]. 
Benefiting from these explicit angular features, detailed ur-
ban and vegetation classifications were achieved using mul-
tiangle VHR images. Nevertheless, in the current literature, 
the previously mentioned explicit angular features have sel-
dom been employed for change detection. One exception is 
a recent study presented in [2]. In it, the MABI, which indi-
cates spectral and structural variations in multiview images, 
was used. Specifically, Huang et al. [2] integrated planar (i.e., 

MBI, Harris, and PanTex) and vertical [multispectral image 
(MSI), normalized DSM (nDSM), and MABI] features to de-
tect newly constructed buildings and identify their change 
timing by using time-series, multiview Ziyuan-3 imagery. 
Figure 7 gives an example of change results from different 
feature combinations. It shows that the joint use of planar 
and vertical features can generate more accurate results in 
terms of change extents and timings.

To better evaluate the different kinds of features, we cre-
ate a Ziyuan-3 multiview change detection (MVCD) data 
set, which is available at http://irsip.whu.edu.cn/resources/ 
resources_en_v2.php. It includes both urban and rural scenes  
with diverse and complex change types, and, moreover, 
it considers seasonal and illumination influences. These 
characteristics enable the MVCD to function as a chal-
lenging change detection data set. A comparative analysis 
between different attributes, including the GLCM [39], AP 
[49], CT [62], MABI, [101], object-wise GLCM (GLCM-Obj) 
[87], and deep features [67], has been carried out. Specifi-
cally, the change intensity map was obtained by CVA, and 
the threshold for each feature was determined based on re-
ceiver operating characteristic curves to achieve a balance 
between commission and omission errors [65]. Qualita-
tive and quantitative experimental results are provided in 
Figure 8 and Table 3, respectively. The spectral feature fails 
to detect changes between spectrally similar classes (e.g., 
bare soil and buildings), and unchanged objects with spec-
tral variation are incorrectly detected as changed ones. The 
GLCM, AP, and CT can depict textural changes, e.g., the 
spatial distribution of the gray value, geometry, and local 
details. Among them, the CT gives more complete changed 
regions, and the AP produces more false alarms. The MABI 
emphasizes building changes, but it is not sensitive to other 
variations (e.g., soil, vegetation, and roads), which there-
fore leads to a large omission error. The GLCM-Obj gen-
erates smoother results with smaller omissions but larger 
commission errors than its pixel-wise version. Deep CVA 
outperforms the other methods, but false alarms caused by 
shadows and seasonal effects can be still observed.

CHANGE DETECTORS
VHR change detectors can be categorized as algebra-, trans-
form-, and machine learning-based indicators. CVA is one of 
the most widely used algebraic approaches, and it is carried 
out by measuring the difference among bi-temporal mul-
tifeature vectors to derive a change vector for VHR images 
[67], [104], [105]. Transform-based methods, such as prin-
cipal component analysis [106] and multivariate alteration 
detection [107], attempt to suppress no-change areas and 
emphasize change information in the transformed feature 
space. In the machine learning community, change detec-
tion is often viewed as a classification problem. In conven-
tional classification-based VHR change detection, spectral–
spatial feature extraction and detectors (e.g., SVMs [108] and 
the random forest [65]) are separately implemented. The 
recent hot spot, i.e., deep learning, can integrate these two 
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operations in a joint learning framework, which is therefore 
very promising for VHR change detection [109], [110].

Deep learning-based change detectors can be grouped 
in terms of different criteria, including learning and fusion 
strategies, network models, and processing units (Table 4). 
We first discuss learning strategies. On the basis of a large 
amount of annotated data, supervised deep learning meth-
ods can capture semantic changes, and hence they are sen-
sitive to actual variations of interest and tolerant to “pseudo 
changes” (such as geometric deformation and radiation 
distortions caused by spatial displacement and phenology 
variation, respectively) [110]–[116]. However, it is difficult 
to learn a deep model only from the training samples of a 
study area since the proportion of the change area is usually 
very small. To tackle this problem, on the one hand, trans-
fer learning [117] and meta-learning [118] are considered to 
leverage knowledge from other data sources. Transfer learn-
ing strategies focus on fine-tuning pretrained models that 
are designed for different but related tasks. Meta-learning 
can learn from data, and it can learn how to learn by utiliz-
ing previous experiences [119]. Regarding the huge differ-
ence between VHR remote sensing images and data from 
other fields (e.g., natural RGB images) in terms of the image 
modality, spectral bands, spatial resolution, viewing angle, 
and so on, large amounts of publicly available multitem-
poral VHR remote sensing data are required to construct 
a robust VHR deep change detector. On the other hand, 

semisupervised deep learning methods, with the consider-
ation of unlabeled samples [120], can relieve the burden-
some labeling process, although the effects of unlabeled 
samples as well as the complexity of the semisupervised 
model should be further investigated.

With regard to the fusion strategy, according to how  
bi-temporal images are dealt with, deep learning-based 
change detectors can be classified as early fusion and late 
fusion. Early fusion methods concatenate multitemporal 
images as a whole input into a deep network [110]. Early 
fusion is able to capture the hierarchical difference repre-
sentation, i.e., from low-level grayscale differences in shal-
low layers to high-level semantic changes in deep layers, 
while grayscale differences that are not relevant to semantic 
changes, e.g., spatial misalignment and the internal vari-
ability of objects, may propagate to deeper layers and there-
fore lead to false alarms [113]. In contrast to early fusion, 
late fusion methods separately learn monotemporal fea-
tures and concatenate them later as an input to the change 
detection layers [121]. This kind of network architecture 
may lead to insufficient learning, e.g., during network train-
ing. Gradients in high layers are difficult to flow backward 
to lower ones [122] and hence affect the change detection 
performance. Thus, as an attempt in [113], early and late fu-
sion networks were combined to complement one another.

As for network models, AE [123], [124], deep belief net-
works [125], CNNs [110], [112], [113], [115], [120], [126], 

2012 2013 2014 MBI Harris Pantex

2015 2016 2017 MSI nDSM MABI

2018 Reference Data Fused
Planar Features

Fused
Vertical Features
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2013
2014
2015
2016
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2
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FIGURE 7. Experimental results for the automatic monitoring of newly constructed building areas (NCBAs) using planar (i.e., MBI, Harris, 
and Pantex) and vertical (MSI, nDSM, and MABI) features [2]. (a) Multitemporal Ziyuan-3 images. (b) NCBAs and their change timing. 
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recurrent neural networks (RNNs) [127]–[129], generative 
adversarial networks (GANs) [130], [131], and graph neural 
networks [132] have been adopted for end-to-end change 
detection. The CNN is one of the most widely used meth-
ods, and mainstream CNN architectures, such as AlexNet 
[133], VGGNet [134], GoogleNet [135], ResNet [136], and 
DenseNet [137] as well as their variants, have been con-
sidered [138]. RNNs with modules, such long short-term 
memory and gated recurrent units as well as their variants, 
are also widely employed to model the phenological pro-
cess of multitemporal VHR images, due to the superiority 
of recurrent layers in processing sequential data and mod-
eling time-series dependence. In addition, the U-net and 

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j)

Commission Omission

FIGURE 8. A comparison of different features for the MVCD data set: (a) image (t1), (b) image (t2), (c) the ground reference, (d) spectral 
features, (e) the GLCM, (f) APs, (g) CTs, (h) the MABI, (i) the GLCM-Obj, and (j) deep features. 

TABLE 3. THE CONSIDERED METHODS’ CHANGE DETECTION 
ACCURACY WHEN USING THE MVCD DATA (%).

METHOD CORRECTNESS
COMMISSION 
ERROR

OMISSION 
ERROR

OVERALL 
ERROR

Spectral 70.88 24.51 29.12 26.62

GLCM 65.05 16.1 34.95 22.04

AP 71.75 40.2 28.25 33.18

CT 75.13 33.84 24.87 28.67

MABI 57.87 28.76 42.13 34.18

GLCM-Obj 74.51 30.47 25.49 27.76

Deep 79.98 25.46 20.02 22.41
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its variants, which are composed of an encoder to hierar-
chically extract semantic information and a counterpart 
decoder to delineate spatial details, can be viewed as AE 
architectures for VHR change detection. They receive much 
attention due to their ability to maintain change object spa-
tial details.

Recently, some studies proposed hybrid models, such as 
those in [111] and [127]. For instance, as illustrated in Fig-
ure 9, a CNN and an RNN are combined in one end-to-end 
network to extract joint spectral–spatial–temporal features 
[111]. In [139], difference-based methods using edge-based 
level set evolution (ELSE), region-based level set evolution 
(RLSE), MRFs, and fully convolutional networks (FCNs) 
as well as postclassification-based methods with SVMs, 
CNNs, GANs, Siamese convolutional networks (SCNs), 
and end-to-end GAN-based Siamese frameworks (GSFs) 
are compared for landslide detection (Figure 10). Since ob-
serving landslides separately from unchanged and other 
changed regions is required, this kind of change detection 
is challenging. As can be seen, the four difference-based 
methods lead to more false alarms. As for the five postclas-
sification methods, deep learning techniques generally 
outperformed SVMs, due to their explorative capabilities 
in representing related changes and suppressing irrelevant 
variations.

According to the processing unit, deep learning-based 
detectors are divided into patch- [116], [130], pixel- [110], 
[117], and object-based [127], [140] varieties. For a patch-
based change detection task, a sliding window with a fixed 
size is used to divide the study area into a series of patches, 
and each patch is assigned a label by the detector. In this 
way, each pixel in the patch is assigned the same label. Con-
sequently, rough location—not fine-grained—boundary-
of-change information is obtained. However, patch-based 
change detection can reduce the influence of spatial mis-
alignment to some extent in VHR change detection. Since 
patch-based deep learning networks view each patch as 
the change detection unit and encode each patch as a set 
of feature maps with coarser spatial resolutions, the spa-
tial misalignment of these feature maps becomes smaller, 
and some errors of spatial alignment are therefore avoided 
in a change detection task. In other words, when regard-
ing a patch as the change analysis unit, only a very large 
misalignment can cause an unchanged image patch to be 
identified as a changed one, and a small misalignment can 
be tolerated. Several important issues should be noticed for 
the patch-based method, such as the oversmoothing of re-
sults and the selection of the patch size.

The multiscale strategy [135] may be appropriate for ad-
dressing these issues, but it inevitably leads to larger com-
putation burdens. Pixel-based methods usually employ 
semantic segmentation architectures to predict pixel-wise 
change detection results [33]. Specifically, in semantic seg-
mentation architectures, after extracting abstract semantic 
information through multilayer encoding (e.g., convo-
lution layers), a series of operations, e.g., interpolation, 

deconvolution, and upsampling, is used to progressively 
decode semantic information into feature maps that have 
the same spatial resolution as the input images. Unlike 
traditional pixel-based change detectors that suffer from 
misregistration, viewing angle differences, and occlusions, 
deep learning methods can predict pixel-wise change de-
tection with a highly semantic abstraction of the spatial 
context. However, object boundaries are often blurred in 
the change detection results, as up-sampling layers recon-
struct the appearance but not the shape of objects. To cope 
with this issue, better networks are designed. UNet++, for 
example, combines nested features to preserve change re-
gion boundaries, considering that shallow layers are better 
able to capture spatial details [110].

TABLE 4. A SUMMARY OF DEEP LEARNING-BASED CHANGE 
DETECTORS.

CRITERIA CATEGORY DESCRIPTION REFERENCES

Learning 
strategy

Supervised Based on a large number of 
labeled samples

[110]–[116], 
[121], [124]–
[130], [139], [140]

Transfer 
learning

Fine-tunes pretrained 
models that are designed for 
different but related tasks

[117], [131]

Meta-
learning

Learns from little labeled 
data and learns how to learn

[118]

Semisuper-
vised

Joint use of labeled and 
unlabeled data

[120], [132]

Fusion 
strategy

Early fusion Uses concatenated multi-
temporal images as input

[110], [114], [115], 
[125]–[129], 
[131], [132], [139]

Late fusion Learns monotemporal  
features separately and  
then concatenates them  
as a whole input

[111], [112], [116], 
[117], [121], 
[130], [140]

Network 
model

CNN Stacked convolutional,  
pooling, and fully  
connected layers

[110], [112]–
[116], [120], [126]

Recurrent 
neural 
network

Models with a recurrent 
hidden state, e.g., gated 
recurrent units and long 
short-term memory

[127]–[129]

AE Reconstructs the input 
with an encoder–decoder 
structure

[123], [124]

Deep belief 
network

Composed of layer-wise re-
stricted Boltzmann machine

[125]

Graph neu-
ral network

Learns graph structure, e.g., 
relationships between fea-
tures of pixels/objects

[132]

Generative 
adversarial 
network

Generator and discriminator 
that are adversarially trained

[130], [131], [139]

Process-
ing unit

Patch Assigns a label to each patch [111], [115]–[117], 
[120], [121], 
[128]–[130]

Pixel Predicts change labels for 
each pixel

[110], [113], 
[114], [126], 
[131], [139]

Object Incorporation of segments/
superpixels

[124], [125], 
[127], [132], [140]
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FIGURE 9. An end-to-end architecture composed of a CNN, RNN, and fully connected network for change detection [111]. (a) Image (t1) 
(top) and image (t2). (b) The convolutional subnetwork. (c) The recurrent subnetwork. (d) The fully convolutional layers. (e) The binary 
change detection (top) and multiclass change detection. 
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FIGURE 10. Landslide detection results from different methods: (a) image (t1), (b) image (t2), (c) ELSE, (d) RLSE, (e) an MRF, (f) an FCN, 
(g) an SVM, (h) a CNN, (i) a GAN, (j) an SCN, (k) a GSF, and (l) the ground truth. White and black indicate areas where landslides are de-
tected and not detected, respectively. Red and blue circles represent landslide pixels that are wrongly detected and omitted [139]. 
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Object-based deep learning methods are also consid-
ered for change detection [127], [140]. A simple approach is 
to adopt object-based segmentation in the pre/postprocess-
ing step, as shown in [140]. On the other hand, object infor-
mation can be also considered during the training process 
by adding object-wise loss terms [127]. However, issues re-
lated to conventional multitemporal image segmentation, 
such as oversegmentation, undersegmentation, and “sliver 
objects” caused by misregistration, remain unsolved. In the 
future, object-based detectors need to generate semantic 
segments and establish spatial correspondence between 
multitemporal segments.

The types of characteristics most often used for each cri-
terion (i.e., the learning strategy, fusion strategy, network 
model, and processing unit) in VHR change detection are 
summarized in the following:
1) For the learning strategy, supervised learning is the most 

widely used method for VHR change detection. How-
ever, the great amount of labor required to collect a large 
number of training samples becomes a bottleneck, espe-
cially for deep network models, which leads to increas-
ing attention for other learning strategies.

2) Late and early fusion strategies have their own strengths 
and weaknesses in representing multitemporal features 
and their differences, and hence hybrid fusion is some-
times chosen.

3) Among various network models, CNNs are the most com-
monly considered, and they are coupled with other net-
works, i.e., hybrid models, for instance, CNN–RNNs [111].

4) As for the processing unit, most studies consider patch- 
and pixel-level models. Patch-level detectors are more 
tolerant to spatial misalignment, but pixel-based ones are 
more appropriate for identifying fine-grained changes.

APPLICATIONS OF VHR CHANGE DETECTION
VHR image change detection is widely used in a large num-
ber of practical scenarios. A series of representative appli-
cations is the focus of this review, including the monitor-
ing and change detection of 1) land cover and land use, 
2) buildings, 3) vegetation, 4) crops, 5) lakes and wetlands, 
6) ecosystem services, and 7) impervious surfaces.

LAND COVER AND LAND USE CHANGE DETECTION
Compared to coarse- and medium-resolution images, VHR 
images can reveal detailed and subtle intraurban change 
information [141]. Specifically, urban change detection by 
combining multiple features (e.g., object-based spectral, 
shape, and texture attributes) was presented in [142], where 
changes to detailed urban objects, e.g., buildings, roads, and 
playgrounds, can be detected. Huang et al. [21] identified 
pixel-level change transitions in 2012–2013 using Ziyuan-3 
orthographic images, and the experimental result is pre-
sented in Figure 11. It can be seen that, even in the one-year 
period, small-scale changes extensively occurred in the ur-
ban area of Wuhan, China. For instance, fine-scale urban 
land cover transitions caused by pond infilling, building 

demolitions, building construction, weed growth, and site 
preparation can be observed. In [143], changes in detailed 
land cover classes, including bright roofs, gray roofs, tile 
roofs, brown fields, dark asphalt, light asphalt, and so on, 
were analyzed using IKONOS and GeoEye-1 images.

As for land use change detection, Wu et al. [108] inter-
preted change transitions, e.g., from sparse housing to in-
dustrial areas, by combining spectral and SIFT features. In 
[144], land use maps of Shenzhen (a highly dynamic and 
developed megacity in China) were generated in 2005 and 
2017 based on VHR satellite data. As demonstrated in Fig-
ure 12, detailed land use categories, including residential, 
commercial, industrial, infrastructure, grassland, farm-
land, woodland, water, breeding surfaces, and unused land, 
were monitored. In addition, the performance of different 
features, i.e., color histograms (CHs), LBPs, SIFTs, and deep 
features, were compared, and the best accuracies of 96.9% 
and 97.1% were obtained by the deep learning method [Fig-
ure 12(b)].

BUILDING CHANGE DETECTION
Buildings are one of the most dynamic artificial structures, 
and building change detection is important for urban de-
velopment monitoring (e.g., building demolition and con-
struction) and disaster management (e.g., building damage 
caused by natural hazards). Numerous methods for build-
ing change detection have been proposed [19], [51]–[53], 
[85], [145]–[157]. Some studies focus on multitemporal 
building observation and subsequent change analysis, 
where descriptors for building detection in VHR images are 
a critical issue. The descriptors can be categorized as tem-
plate matching (e.g., the snake model) [158], knowledge 
based (e.g., shadow evidence and the MBI) [36], [159], and 
machine learning [148], [160]. For example, in [52], the MBI 
and the Harris detector were used to identify building areas, 
and then building change detection was conducted through 
interest point matching. Other types of methods directly 
explore changes in shapes, colors, and textural properties 
that are highly related to characteristics of buildings. For 
example, in [51], multitemporal variations in the MBI and 
spectral information were used to identify altered build-
ings. Likewise, in [85], the change feature generated by the 
MBI and spectral features was considered the indicator of 
building change. In [161], building changes were detected 
through the aggregation of spectral and textural features.

Figure 13 provides building change detection results 
from different methods, including SVMs based on MBI 
features (MBI–SVM), building interest point detection 
using the MBI and the Harris detector, MBI-based CVA 
(MBI–CVA), the fusion of the MBI and spectral and shape 
features, CVA using morphological features, and object-
based CVA. It can be seen that automatic methods can 
achieve performance comparable to or better than su-
pervised ones, i.e., the MBI–SVM [Figure 13(d)]. Mean-
while, the results of the MBI–CVA [Figure 13(g)] show 
more small false alarms. The fusion of the MBI and other 
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features, e.g., the Harris detector [Figure 13(f)] and spec-
tral and shape features [Figure 13(h)], can reduce these 
errors. These results illustrate that effective feature rep-
resentation is the key to achieving good performance for 
VHR change detection.

Apart from 2D characteristics, 3D information has 
been exploited for building change detection in recent 
studies. With easier access to 3D data, such as multiview 
images, 3D information indicated by angular features 
can be conveniently used. More importantly, misregistra-
tion caused by spatial displacement is minimized [162]. 
Turker and Cetinkaya [163] detected damaged buildings 
by calculating the difference between digital elevation 
maps derived from pre- and postearthquake stereo im-
ages. In [157], multichannel indicators, such as height 
differences and texture similarities, are fused to monitor 
building changes. The incorporation of angular features 
is effective in improving the performance of building 
change detection, and it has potential for quantifying 
3D dynamic processes in urban renewal and develop-
ment. However, due to the relatively high cost of 3D data 

acquisition, such as lidar and multiview UAV images, 
only a few studies investigate detailed building change 
processes in 3D space. Benefiting from time-series, mul-
tiview satellite imagery, Wen et al. [155] analyzed 3D an-
nual building changes in inner city areas of four Chinese 
megacities (Beijing, Shanghai, Xi’an, and Wuhan). Their 
results characterized changes in the horizontal direc-
tion, such as construction and demolition, and quan-
tified changes in the vertical direction, i.e., height and 
volume (Figure 14).

It should be noted that uncertainty and the cost of 
3D data can present a bottleneck for the development 
and application of 3D building change detection. Spe-
cifically, on the one hand, lidar data are relatively ac-
curate but not recurrently acquired. On the other hand, 
photogrammetrically derived 3D data from multiview 
images are a sufficiently cost-effective alternative to li-
dar, but their 3D reconstruction qualities depend on 
metaparameters of stereo pairs (e.g., intersections, off-
nadir angles, sun elevations, azimuth angles, complete-
ness, and time differences) [164]. Therefore, successful 
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FIGURE 11. Land cover change detection using Ziyuan-3 satellite imagery from 2012 and 2013. (a) The change detection result of the study 
area in Wuhan. (b)–(f) Five example cases of the change detection result and corresponding bi-temporal images [21]. 
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3D building change detection relies on more advanced 
models that can produce accurate multitemporal 3D data 
in an economical and effective way. Very recently, deep 
learning has been explored for 3D reconstruction from 
multiview images. For example, a CNN-based method 

was proposed for dense image matching in [165]. This 
novel technique may provide a new research orientation 
for 3D urban change detection when vertical and height 
information can be accurately derived from multiview 
satellite images.
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VEGETATION CHANGE DETECTION
Analysis of vegetation change is important to understand-
ing ecological transitions [166]. Using VHR imagery, veg-
etation change can be investigated at a much finer scale, 
e.g., from forest stands to individual trees. In general, there 
are three types of vegetation changes: 1) seasonal, caused 
by plant phenology; 2) gradual, caused by interannual cli-
mate variability, land management, and land degradation; 
and 3) abrupt, caused by disturbances, e.g., urbanization, 
deforestation, and fires [167]. In [168], to assess seasonal 
changes, both spectral and textural information extracted 
from multiseasonal Pléiades imagery (2 m) was used for 
multiseasonal leaf area index (LAI) mapping. The results 
showed that the highest LAI occurred in midsummer, fol-
lowed by late spring, autumn, and winter, and the observed 
seasonal change trend was similar to that based on the in 

situ measured LAI. Seasonal changes in the crown scale in 
an Amazon tropical evergreen forest were assessed by Wang 
et al. [169] using Planet constellation imagery with a spatial 
resolution of 3 m. The crown scale fraction of nonphoto-
synthetic vegetation showed large seasonal trend variability 
from June to November.

As for gradual changes, Gärtner et al. [170] used Quick-
Bird and WorldView-2 imagery to quantify tree crown 
diameter changes in a degraded riparian tugai forest in 
northwestern China, and their results indicated that the 
diameter increased by 1.14 m, on average, during 2005–
2011. Tian et al. [171] explored DSMs from satellite stereo 
sensors to monitor vertical tree growth and found that 
periodic annual increments at the study sites were in the 
range of 0.3–0.5 m. In the case of abrupt change, Dalagnol 
et al. [172] quantified tree canopy loss and gap recovery in 
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FIGURE 14. The annual 3D building change in subset areas of Shanghai that was achieved using multiview satellite imagery. (a) Subset 
area 1. (b) Subset area 2 [155]. 
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tropical forests where there was low-intensity logging by us-
ing WorldView-2 and GeoEye-1 images. Their study showed 
that VHR satellite imagery has potential for tracking small-
scale human disturbances. Ardila et  al. [173] identified  
bi-temporal tree crown elliptical objects through the iter-
ative surface fitting of a Gaussian model to crown mem-
bership in two urban residential areas in The Netherlands 
using QuickBird and aerial images. A detection rate of 77% 
was reported for both removed and planted trees.

In addition to coverage, tree crown diameters, and 
canopy heights, species types are an essential parameter of 
vegetation community structures. In particular, VHR imag-
ery is able to identify small and highly mixed species. Since 
different vegetation types exhibit similar spectral charac-
teristics, textures are often used to identify various species. 
For instance, Lu and He [174] investigated seasonal species 
variations in a tall grassland in Ontario, Canada, during 
the growing season (from April to December) in 2015 using 
UAV images. The reflectance value, vegetation indices, and 
GLCM textures were used in the classification, and tempo-
ral change analysis revealed the growing process and suc-
cession of different species. Notably, some advanced meth-
ods, e.g., deep features [175], photogrammetric-derived 
DSMs from stereo images [176], phenological characteris-
tics [177], and data fusion (e.g., lidar and airborne hyper-
spectral images) [178], have been considered for the change 
analysis of vegetation species. Moreover, some researchers 
attempted to discriminate vegetation function types, e.g., 
park, roadside, and residential–industrial trees in urban ar-
eas [179]. Likewise, vegetation function-type change moni-
toring is of great significance but has not been addressed in 
the current research.

MONITORING CROP CHANGES
Information about agricultural land changes, crop type 
conversions, and crop growth, critical for precision agri-
culture, can be effectively captured using VHR images. In 
[180], land cover data for Guanlin, Yixing City, China, in 
2006, 2009, 2012, and 2015 were generated using QuickBird 
images, and they showed a decrease followed by an increase 
in the agricultural land area that was observed. Malinverni 
et al. [181] quantified the temporal variation of main crop 
rotations on the Capitanata plain of Southern Italy using 
WorldView-2 images, and the textural features (e.g., the 
GLCM and the Gabor wavelet) were employed to improve 
the classification accuracy. The study suggests that multi-
temporal classification is preferred in crop mapping, due to 
its rich phonological characteristics. Furthermore, frequent 
crop growth monitoring is extremely important for timely 
decision making in precision agriculture. Therefore, time- 
series data are recommended, although dense time series of 
VHR images are relatively difficult to acquire.

Recently, new generation micro-/nanosatellites (e.g., 
Planet) and UAV systems have become available and are 
able to obtain time-series VHR images, which has poten-
tial for agricultural applications. For example, Sadeh et al. 

[182] detected sowing dates using dense time-series Planet 
CubeSat data with an interval of two days. As shown in 
Figure  15, a partly sown field was successfully detected, 
implying that detailed processes on a near daily basis can 
be monitored by dense time series of VHR data. Likewise, 
Bendig et al. [183] monitored plant growth based on crop 
surface models using stereo UAV images. Notably, height 
differences between cultivars and their increased trend dur-
ing the growing season can be observed.

Crop change caused by disease and insect damage can 
also be located. VHR images are able to identify small-ex-
tent disease and insect damage, which is beneficial for con-
trolling problems at early stages. Generally, diseases and in-
sects can result in various kinds of harm to crop canopies, 
such as the removal of leaves, skeletonizing of leaf tissue, 
and discoloration of leaves, and these effects vary depend-
ing on the type of disease, insect, and crop [184]. Therefore, 
different damage shows various spectral and structural 
characteristics in remote sensing images, which makes the 
identification of disease and insect problems via VHR im-
ages a challenging task. One of the successful applications 
was presented by Johansen et al. [185], where GeoEye-1 im-
ages acquired in 2012, 2013, and 2014 were used to detect 
canegrub damage in sugarcane fields. In the study, objects 
with low NDVI values and rough textures were identified 
as likely to be damaged, and they were further classified as 
low, medium, and high likelihood. Franke and Menz [186] 
observed different levels of disease severity in a plot of win-
ter wheat using multitemporal QuickBird images acquired 
in April, May, and June.

The experimental results show that VHR multispectral 
data are only moderately suitable for damage detection at 
an early growth stage, a fact attributed to the subtle spec-
trum and texture differences between damaged and healthy 
crops [187], [188]. However, VHR hyperspectral sensors 
seem to have potential to address this issue. For example, in 
[189], spectral and spatial features were extracted by a CNN 
from UAV hyperspectral images for the detection of yellow 
rust across a whole crop cycle of winter wheat. Satisfactory 
accuracy was achieved through all growing stages, due to 
the detailed spectral information and rich spatial details in 
VHR hyperspectral images.

MONITORING LAKES AND WETLANDS
Lakes and wetlands, which play a critical role in biodiver-
sity, ecosystems, hydrology, and climate regulation, are 
highly dynamic due to various natural and anthropogenic 
factors, such as climate change, farming, urbanization, 
floods, and hydrological interventions [190]. Therefore, ac-
curate and timely monitoring of lakes and wetlands is im-
portant for management, restoration, and protection. Many 
studies have used remote sensing data for monitoring lakes, 
from a local to a global scale. They include lake changes 
between 1975 and 2015 across the Yangtze floodplain in 
China via Landsat images [191], water clarity changes in 
lakes and reservoirs across China that were observed using 
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Moderate Resolution Imaging Spectroradiometer (MODIS) data 
[192] from 2000 to 2017, and global surface water changes 
between 1984 and 2015 acquired through Landsat images 
[193]. In these studies, which were subject to relatively low 
spatial resolution, lakes with large areas were targeted. 
However, more than 303.6 million of the 304 million lakes 
at the global scale are smaller than 1 km2 [194]. Therefore, 
VHR remote sensing images are required for observing 
them. To our knowledge, however, only a few studies have 
focused on lake monitoring using VHR images.

Cooley et al. [195] tracked water changes in the 470 lakes 
(0.0025–1.23 km2) in the Yukon Flats of north-central 
Alaska during mid to late summer (23 June to 1 October) 
in 2016, using Planet CubeSat images with a spatial resolu-
tion of 3 m. A time-series analysis revealed that the area 
of 83% of the studied lakes had decreased and that 22% 
of the lakes had lost more than half their surface. Notably, 
more applications of advanced methods of water detection 
through VHR images, e.g., deep learning [196] and physical 
approaches [197], are needed. Furthermore, information 
about black and odorous water [198] and water types (e.g., 
rivers, lakes, canals, and ponds) [199] is of increasing inter-
est, and multitemporal monitoring is imperative.

In addition to lakes, VHR images have potential for 
monitoring detailed changes in wetland ecosystems. In 
[200], the results of five-level mangrove features, includ-
ing vegetation boundaries, mangrove stands, mangrove 
zonations, individual tree crowns, and species communi-
ties, using different data sets [Landsat (30 m), Advanced Land  
Observing Satellite Advanced Visible and Near-Infrared Radiome-
ter 2 (10 m), pan-sharpened WorldView-2 (0.5 m), and lidar] 
were generated and compared. As described in Figure 16, 
the Landsat image cannot accurately discriminate the man-
grove extent, due to the mixed-pixel problem [Figure 16(e)], 
and more fine-scale mangrove features, i.e., tree-crown-level 

species, can be captured only by pan-sharpened World-
View-2 imagery [Figure 16(l)–(p)]. By summarizing the cur-
rent literature, it can be found that most studies focus on 
detecting the extent of wetland change but ignore species 
change. For instance, Hu et al. [201] monitored land cover 
changes in the Hangzhou Xixi wetland from 2000 to 2013 
using IKONOS, QuickBird, and WorldView-2 images. It was 
shown that the nonwetland area increased by approximate-
ly 100%, mostly in the form of herbaceous zones, followed 
by forests, ponds, cropland, marshes, and rivers. Wu et al. 
[202] integrated lidar data and multitemporal aerial imag-
ery (1 m) to map wetland inundation dynamics in the Prai-
rie Pothole region of North America, which is characterized 
by millions of small depressional wetlands.

The difficulties of species change detection in wetlands 
lie in the following aspects. On the one hand, tidal and 
phenological changes make different plant species highly 
dynamic on daily and seasonal frequencies, respectively. 
On the other hand, many species have a similar spectral 
reflectance during the peak biomass in complex wetland 
landscapes [203], and the spectral signature of the same 
species can be influenced by many complex factors, such 
as the off-nadir angle, sun-viewing geometry, crown poros-
ity, leaf clumping, and ground surface scattering [204]. For 
instance, in [200], mangrove species were categorized from 
WorldView-2 images using the nearest-neighbor classifier to 
extract object-based spectral and textural features within 
tree crowns, but a low overall accuracy of around 54% was 
reported. As demonstrated in Figure 16(p), misclassified 
open scrub Avicennia marina can be clearly observed. To im-
prove the discriminative power among various species, the 
potential of VHR hyperspectral images, dense time-series 
data, and vertical information for characterizing detailed 
spectral, phenological, and height attributes needs to be 
explored.
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FIGURE 15. A sowing detection result obtained using time-series Planet CubeSat images [182]. (a) RGB satellite imagery. (b) The change 
result. (c) The sowing detection result. 
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FIGURE 16. Five-level mangrove features generated using different data sets [200]. (a) Level 1 TM, (b) level 1 AVNIR-2, (c) level 1 World-
View-2, (d) WorldView-2 RGB image, (e) level 2 TM, (f) level 2 AVNIR-2, (g) level 2 WorldView-2, (h) level 2 WorldView-2+LiDAR, (i) level 
3 AVNIR-2, (j) level 3 WorldView-2, (k) level 3 WorldView-2+LiDAR, (l) level 4 pan-sharpened WorldView-2, (m) level 4 pan-sharpened 
WorldView-2+LiDAR, (n) WorldView-2 PC1,2,1, (o) level 5 pan-sharpened WorldView-2, (p) level 5 pan-sharpened WorldView-2+LiDAR, and 
(q) aerial photograph.
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ECOSYSTEM SERVICES MONITORING
Ecosystem services link ecosystems to human welfare by 
regarding nature as a stock providing a flow of services 
(e.g., local climate regulation and water purification) [205]. 
Monitoring urban ecosystem services is of great value for 
investigating ecological function changes and can help im-
prove the understanding of urbanization impacts on local 
ecological benefits. VHR satellite data can monitor spatially 
explicit ecosystem services at fine scales. Generally speak-
ing, there are two categories of methods to derive ecosys-
tem services: 1) statistical regression and radiative transfer 
models and 2) land use/cover-based methods [206]. Since 
in situ observations are not always available and the valid-
ity of statistical regression and radiative transfer models is 
affected by time inconsistencies between ground and re-
motely sensed measurements, land use/cover-based meth-
ods are often preferred. For example, in [207], land use/
cover maps of Shanghai’s urban core from 2000 to 2009 
were classified using IKONOS and GeoEye-1 images, and 
the classes were then transformed into ecosystem service 
supply and demand budgets, including regulating, provi-
sioning and cultural services, and ecological integrity. An 
increase of at least 20% in ecosystem service supply budgets 
was observed, which was mainly attributed to the replace-
ment of continuous urban fabric and industrial areas by 
high-rise commercial/residential areas despite a slight in-
crease in urban green sites.

Huang et  al. [144] assessed ecosystem service change 
in Shenzhen from 2005 to 2017 using Gaofen-2 (4-m) and 
QuickBird (2.4-m) images. In the study, multitemporal land 
use maps were generated by a transferred deep CNN (as 
shown in Figure 12), based on which ecosystem service 
supply and demand values were estimated. It was found 
that supply capacity had decreased by 13.7% due to a re-
duction in woodlands, water, farmland, and so on, but, on 
the other hand, demand values had grown by 23.5% be-
cause urban expansion and redevelopment had increased 
the amount of residential, commercial, and infrastructure 
land. The results clearly demonstrated the ecosystem degra-
dation of Shenzhen during the previous 10 years. Ren et al. 
[208] evaluated the ecosystem services of Guyuan City in 
2003, 2009, and 2014 via VHR satellite imagery (e.g., 
QuickBird and Gaofen-1) and showed that VHR images were 
advantageous in the dynamic, quantitative, and visual ex-
amination of ecological changes. With VHR remote sensing 
images, fine-scale ecosystem services within urban areas 
can be effectively quantified. However, most of the current 
works focus on urban areas and ignore the ecosystem ser-
vices of natural scenes, such as forests and wetlands. More-
over, these works present only case studies, and large-scale 
examinations are still lacking.

IMPERVIOUS-SURFACE CHANGE DETECTION
The change detection of impervious surfaces is important 
in monitoring and understanding urban development 
and has been extensively studied in the remote sensing 

literature. However, most of the existing studies monitor the 
change of impervious surfaces based on coarse- and medi-
um-spatial-resolution satellite imagery, such as MODIS and 
Landsat [209], [210], which, on the other hand, have dif-
ficulty dealing with areas that have low impervious-surface 
intensities and mixed pixels [211]. During recent decades, 
images with high spatial resolution have provided new op-
portunities for subtle impervious-surface monitoring at 
very fine scales. However, impervious-surface monitoring 
using VHR imagery is a challenging task. VHR multitempo-
ral images exhibit a large number of details (e.g., buildings, 
roads, driveways, and sidewalks), greater spatial heteroge-
neity (e.g., different viewing geometries), and occlusion by 
urban trees, shadow, and vertical structure layover [212]. 
To address the problem caused by shadow, Li et al. [213] 
extracted multiscale object features and further classified 
shaded areas to extract impervious surfaces using QuickBird 
and IKONOS imagery. More recently, Zhang and Huang 
[214] developed a two-stage object-based classification 
method based on multilevel features (i.e., spectral, textural, 
shape, and class related) for time-series impervious-surface 
change detection in Shenzhen in 2003–2017, including the 
impervious-surface mapping of both nonshaded and shad-
ed areas. As can be seen in Figure 17, in addition to single 
changes across the studied period (i.e., cases 1 and 2), some 
regions (e.g., case 3) experienced multiple changes.

SUMMARY OF VHR CHANGE DETECTION 
DIMENSIONS
As suggested in [10], remote sensing change detection can 
be categorized according to different dimensions, e.g., input 
data, temporal resolutions, change categories, targets, and 
analysis units. Since this research focuses on VHR optical 
images, the input data are discussed in terms of spatial reso-
lutions. Therefore, we divide VHR change detection studies 
by considering the following five categorization schemes:
1) spatial resolution: HR (2–5 m), VHR (1–2 m), and ultra-

HR (UHR) (<1 m)
2) temporal resolution: bi-temporal and multitemporal
3) analysis unit: pixel, object, and patch
4) change category: binary change (BC), multiple change 

(MC), and directional change (DC) categories
5) targets.

In terms of the previously mentioned categorization 
schemes, a distribution of the literature reviewed in this 
study appears in Figure 18. Most articles use only bi-tempo-
ral images (78.12%) and concern binary change (66.32%). 
With regard to spatial resolution, 43.75% of the papers use 
UHR images, followed by VHR (33.33%) and HR (22.92%) 
images. As for analysis units, pixels and objects have almost 
the same number of articles, but patch-based change de-
tection is rarely reported. Of the studies reviewed in this 
research, more than half involve land cover and land use 
change detection with multiple targets considered, fol-
lowed by a series of specific targets, including buildings 
(20%), vegetation (10.53%), crops (8.42%), lakes and 
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wetlands (5.26%), ecosystem services (3.16%), and imper-
vious surfaces (2.1%).

RECOMMENDATIONS FOR FUTURE WORK

FROM CHANGE DETECTION TO TRACKING
Most VHR change detection studies focus on bi-temporal 
images and multiple time series. However, change events, 
such as phenology and urban development, cannot be well 
characterized by coarse temporal observations. Frequent 
HR monitoring of both human and natural activities de-
serves much attention, especially when small satellite 
constellation (e.g., Planet) images become available. With 
time series VHR images, change detection is advanced from 
simply locating variations via bi-temporal data to dense 
time-series monitoring [215]. There have been attempts 
at time-series monitoring using VHR images of buildings 
[155], crops [216], water [195], impervious surfaces [214], 
newly constructed building areas [2], forests [217], and 
landslides [218]. However, most of these methods are 
merely an extension of bi-temporal techniques by multiple 

pair comparisons, which is not sufficient to capture the 
temporal context and semantics and to support time series 
analysis.

Recently, VHR videos acquired by SkySat-1, Jinlin-1, 
and the UrtheCast Iris camera have shown great poten-
tial for near-real-time target tracking from space. Most of 
the current change detection studies have focused on the 
appearance/disappearance and shape changes of objects, 
but studies related to tracking moving objects (e.g., ships, 
planes, trains, and vehicles) in VHR sequential videos are 
limited. In [219], the automatic detection and tracking of 
moving ships using satellite video was achieved based on 
multiscale saliency and surrounding contrast analysis. 
Wang et al. [220] presented a UAV-based vehicle detecting 
and tracking system, which jointly considered edges, op-
tical flows, and local feature points. The first-ranked team 
at the 2016 IEEE Geoscience and Remote Sensing Society 
Data Fusion Contest designed an innovative deep neural 
network with an MSI and spaceborne video as input, and 
object activity was analyzed using the Kanade–Lucas–To-
masi key point tracker [221], [222]. During the coming 
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FIGURE 17. Impervious-surface monitoring results from Shenzhen during 2003–2017. (a) Some typical cases of change profiles and (b) 
change detection results [214]. Red borders represent corresponding change times. 

Authorized licensed use limited to: Wuhan University. Downloaded on July 11,2021 at 15:13:17 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

                                           IEEE GEOSCIENCE AND REMOTE SENSING MAGAZINE    MONTH 202124 

years, space videos are likely to be a very important data 
source for Earth monitoring, and more promising studies 
based on VHR sequential videos can be expected, while a 
new era in VHR change detection that shifts from conven-
tional multitemporal change detection to video sequen-
tial tracking may dawn. Despite the preceding attempts, 
change tracking using VHR videos is still in its early stage 
and needs to be further explored. Notably, unlike con-
ventional videos, challenges related to satellite video 
processing may include the small size of moving objects 
(e.g., vehicles), complex backgrounds (e.g., building relief 
displacement in urban scenes), camera movements, and 
low frame rates.

HR GLOBAL CHANGE DETECTION
Remote sensing imagery has long been considered an ef-
fective data source for global change detection, due to its 
large coverage area, convenient access, and frequent re-
visits. Previous multitemporal global maps of land cover 
and thematic change detection are often generated at a 
relatively coarse resolution (i.e., >300 m), e.g., 8-km-
resolution global forest change based on Advanced Very 
High Resolution Radiometer data for 1982–1999 [223], 
500-m resolution mapping of the global urban extent 
from MODIS data from 2005 and 2009 [224], [225], and 

the 300-m resolution annual Climate Change Initia-
tive Land Cover maps from 1992 to 2015 [226]. More 
recently, global-scale change detection with fine spatial 
resolution (around 30 m) has been attempted with open 
source Landsat imagery. Notable examples include the 
Global Forest Cover database [227], GlobeLand30 glob-
al land cover product [228], Global Artificial Impervi-
ous Area annual maps [229], Global Surface Water data 
sets by the European Commission Joint Research Center 
[230], and Global Human Settlement Layer framework 
[231]. Please note that 30 m is not a high spatial resolu-
tion in a common sense, but it should be regarded as 
high in the case of intercontinental and global mapping. 
Recently, Gong et al. [232] developed a 10-m resolution 
global land cover map through Sentinel-2 images ac-
quired in 2017.

It is a trend that global products are being developed in 
finer spatial and temporal resolutions that can character-
ize heterogeneous and mixed areas more accurately. For 
instance, the Planet CubeSats are able to acquire images at 
a 3–5-m spatial resolution with near-real-time daily global 
coverage [233], which has potential for VHR global change 
detection in the future. In addition, cloud computing plat-
forms, such as Google Earth Engine and Amazon Web 
Services, can facilitate the processing of large volumes of 
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FIGURE 18. The distribution of different dimensions for the studies reviewed in this research: (a) temporal resolution, (b) spatial resolution, 
(c) change categories, (d) analysis units, and (e) targets.
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satellite images and speed the development of VHR global 
mapping [234].

HYPERSPECTRAL CHANGE DETECTION
Hyperspectral data can distinguish more detailed land 
cover types due to their rich spectral information. For a 
long time, the data availability of hyperspectral images 
seemingly limited real applications in precise change de-
tection. Recently, however, the development of hyperspec-
tral satellites with a relatively fine spatial resolution, e.g., 
Gaofen-5 (30 m, with 330 spectral bands), Tiangong-1 (10 
m, with 128 spectral bands), and Zhuhai-1 (10 m, with 32 
spectral bands), and airborne hyperspectral sensors, e.g., 
HyMap (3 m, with 126 spectral bands) and the Reflective 
Optics System Imaging Spectrometer (ROSIS) (1.3 m, with 115 
spectral bands), has significantly increased the availability 
of multitemporal hyperspectral images. However, studies 
related to VHR hyperspectral change detection are very 
limited, and even the existing methodologies were devel-
oped based on synthetic data [235]. Moreover, advances 
in hyperspectral image classification benefit from a set of 
widely used public benchmark data sets, e.g., the ROSIS 
Pavia University and Airborne Visible/Infrared Imaging 
Spectrometer Salinas data sets [236]. Therefore, there is an 
urgent need for public hyperspectral change detection data 
sets to promote the development of the related research 
fields.

URBAN FUNCTIONAL ZONE CHANGE DETECTION
Currently, the classification of urban functional zones is one 
of the important research areas in interpreting VHR remote 
sensing images, as the urban functional zones can bridge 
the semantic gap between land cover and human socioeco-
nomic activities. Current urban functional zone mapping 
not only involves various image features, e.g., deep [237], 
[238], angular [97], object based [239], and textural [240], 
but it also refers to multisource geographic information, 
such as points of interest (POIs) [241], social media [242], 
and mobile phone positioning [100]. In rapidly urbanizing 
regions, the timely and accurate monitoring of urban func-
tional zones is crucial for planning and management. How-
ever, studies for change detection in urban functional zones 
are lacking. Frankly, urban functional zone change detection 
is a difficult task since land cover change does not necessarily 
signify the conversion of a functional zone type. Meanwhile, 
multisource geographic data, e.g., POIs, are widely used for 
functional zone classification [230], but these data do not 
provide a time tag, which hampers the dynamic monitoring 
of urban functional zones. These issues should be overcome 
to effectively monitor changes in cities.

CONCLUSIONS
With the increasing availability of VHR remote sensing 
images, precise, frequent, and stereo change detection be-
comes possible. To the best of our knowledge, a compre-
hensive review of VHR change detection is lacking in the 

current literature. Therefore, this article aimed to summa-
rize recent advances in VHR remote sensing image change 
detection, including methods and applications. The review 
of methods focused on feature extraction and change detec-
tors for multitemporal VHR images. Applications including 
change detection for land cover and land use, impervious 
surfaces, buildings, crops, vegetation, lakes and wetlands, 
and ecosystem services were reviewed. Finally, some future 
directions were suggested and discussed for this important 
research area. Recommendations for future work include 
focusing on change tracking, global change detection, hy-
perspectral change detection, and urban functional zone 
change detection to generate frequent and detailed seman-
tic change information on a global scale.
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