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In automated remote sensing based image analysis, it is important to consider the multiple features of a
certain pixel, such as the spectral signature, morphological property, and shape feature, in both the spa-
tial and spectral domains, to improve the classification accuracy. Therefore, it is essential to consider the
complementary properties of the different features and combine them in order to obtain an accurate clas-
sification rate. In this paper, we introduce a modified stochastic neighbor embedding (MSNE) algorithm
for multiple features dimension reduction (DR) under a probability preserving projection framework. For
each feature, a probability distribution is constructed based on t-distributed stochastic neighbor embed-
ding (t-SNE), and we then alternately solve t-SNE and learn the optimal combination coefficients for dif-
ferent features in the proposed multiple features DR optimization. Compared with conventional remote
sensing image DR strategies, the suggested algorithm utilizes both the spatial and spectral features of a
pixel to achieve a physically meaningful low-dimensional feature representation for the subsequent clas-
sification, by automatically learning a combination coefficient for each feature. The classification results
using hyperspectral remote sensing images (HSI) show that MSNE can effectively improve RS image clas-
sification performance.
� 2013 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS) Published by Elsevier

B.V. All rights reserved.
1. Introduction ing samples (Zhong and Zhang, 2012). However, in this case, it is
In recent years, the advances in earth observation technology,
especially in hyperspectral (Landgrebe, 2002) and high-resolution
(Acqua et al., 2004) remote sensing, have led to a growing avail-
ability of remotely sensed images. These earth observation data
provide the opportunity to develop many important applications,
which are closely related to the accurate classification of images
(Zhu and Blumberg, 2002; Stavrakoudis et al., 2011; Walter and
Luo, 2011), e.g., land-cover monitoring, urban planning and growth
regulation, environmental damage assessment, military reconnais-
sance, and so on (Campbell, 2000; Chang, 2003). Image classifica-
tion is an important issue in remote sensing and other
applications. In the remote sensing literature, there are two main
groups of approaches for image classification: supervised image
classification (Liu et al., 2011; Shao and Lunetta, 2012) and unsu-
pervised image classification (Baraldi and Parmiggiani, 1995). Gen-
erally speaking, supervised classification often achieves a higher
classification accuracy than unsupervised classification, due o the
consideration of discriminative information from the given train-
common to perform feature extraction and dimension reduction
(DR) (Conese and Maselli, 1993; Harsanyi and Chang, 1994; Zhao
and Maclea, 2000; Phillips et al., 2009) before classification, which
helps to: (1) remove the redundancy among features, (2) decrease
the computational cost, and (3) avoid the Hughes phenomenon
(Hughes, 1968).

For the input high-dimensional feature in the original feature
space, e.g., the l-dimensional feature vector in the spectral domain
(l is the number of spectral channels of the remote sensing image),
the DR algorithm aims to find a feature mapping from the original
feature space to a lower-dimensional subspace in which some spe-
cific desired information can be preserved as much as is possible.
For example, the best-known DR algorithm, principal component
analysis (PCA) (Jolliffe, 2002), finds a subspace of principal compo-
nents in accordance with the maximum variance of the input fea-
ture matrix. Another popular DR technology, linear discriminant
analysis (LDA) (McLachlan, 1992), finds the low-dimensional sub-
space where the different classes of samples remain well separated
after projection. Considering that PCA and LDA are global linear
algorithms, which do not work well in nonlinear distributed data
conditions (Zhang et al., 2009), some researchers have also pro-
posed nonlinear DR algorithms for remote sensing data. Such
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algorithms include local linear embedding (LLE) (Bachmann et al.,
2005), isometric mapping (ISOMAP) (Bachmann et al., 2005),
supervised local tangent space alignment (SLTSA) (Ma et al.,
2010), local Fisher’s discriminant analysis (LFDA) (Li et al., 2012),
and spherical stochastic neighbor embedding (SSNE) (Lunga and
Ersoy, 2013).

It should be emphasized that, in the aforementioned works, the
adopted DR algorithms only deal with a single kind of feature as in-
put, i.e., the spectral feature, which is recognized as the most dis-
criminative feature in remote sensing image classification.
Therefore, such an image classification approach processes each
pixel independently using its own spectral feature, without consid-
ering the spatial relationship of the neighboring pixels. In fact, in
remote sensing image classification, it is important to employ mul-
tiple features from both the spatial and spectral domains to effec-
tively represent a pixel’s information (Segl et al., 2003; Yang and
Wang, 2012; Zhang et al., 2012, 2013). Such features include the
spectral signature (Vaiphasa, 2006), the morphological property
(Benediktsson et al., 2005), the shape feature (Jiao et al., 2012),
and so on. Previous studies have reported that combining the mul-
tiple features of a certain pixel can improve land-cover classifica-
tion accuracy (Landgrebe, 1980; Puissant et al., 2005). Since each
feature can be viewed as a vector in a high-dimensional feature
space, it is essential to consider the complementary properties of
different features and combine them in order to obtain an accurate
classification rate. A conventional approach is vector stacking (VS)
(Huang et al., 2011), which simply concatenates different feature
vectors into a long vector, then applies one of the aforementioned
DR techniques before the subsequent classification. However, the-
oretically speaking, these DR technologies can only deal with a sin-
gle kind of feature as input. In contrast, the direct VS strategy of
multiple features intrinsically assumes that the different features
are distributed in a unified feature space, although they are not, be-
cause they have different physical meanings and statistical proper-
ties (e.g., mean and variance). Therefore, it is unreasonable to use
simple VS and DR to combine different features for the subsequent
classification (Xia et al., 2010).

To overcome this problem, in this paper, we introduce a multi-
ple features dimension reduction algorithm under a probability
preserving projection framework, i.e., t-distributed stochastic
neighbor embedding (t-SNE) (Maaten and Hinton, 2008). For each
feature, a probability distribution is constructed based on t-SNE,
and we then alternately solve t-SNE and learn the combination
coefficients, i.e., the weighting factors for different features in the
optimization. In summary, this modified stochastic neighbor
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Fig. 1. Flowchart of the proposed multiple
embedding (MSNE): (1) considers multiple features of a pixel to
achieve a physically meaningful low-dimensional feature repre-
sentation for the subsequent classification; and (2) automatically
optimizes the combination weighting factors for different features
according to their contributions to the subsequent classification,
which indicates the complementary properties of different
features.

The remainder of this paper is organized as follows. In Section 2,
we introduce the proposed multiple features dimension reduction
strategy in detail. The experimental results are reported in Sec-
tion 3, including the description of the study area and dataset,
the spatial and spectral feature extraction of the remote sensing
image, and the image classification results and analysis. Finally,
Section 4 concludes the paper.

2. Modified stochastic neighbor embedding algorithm

The principle of the proposed multiple features dimension
reduction strategy is shown in Fig. 1. The MSNE algorithm finds a
low-dimensional representation y e Rd of input multiple features
ff ðkÞ 2 RLkgm

k¼1, in which m is the number of features and k is a spe-
cific feature within a population of m features (k = 1, . . ., m), and Lk

is the length of the kth feature vector. In order to deal with the
out-of-sample problem (Bengio et al., 2004) (see Section 2.3 for a
detailed discussion of this issue), only a subset of samples in the
image are used as the input data of MSNE. Suppose we are given
a multiple features dataset of n samples, e.g., F ¼ fFðkÞ 2 RLk�ng

m

k¼1,
wherein F(k) is the kth feature matrix. In MSNE, we first build a
probability distribution P(k) for each feature based on t-SNE. We
then alternately solve t-SNE and learn the optimal combination
coefficient vector x to obtain the solution of MSNE. Finally, the lin-
ear transformation for MSNE feature mapping is solved by linear
regression, and the optimized feature representation in reduced
feature space is achieved by such a linear transformation for each
pixel of the remote sensing image, respectively.

2.1. t-distributed stochastic neighbor embedding

t-SNE is extended from standard SNE (Hinton and Roweis,
2003), which is designed for single feature nonlinear dimension
reduction. Suppose that we have input high-dimensional data sam-
ples X = {x1, � � �, xn} e RL�n, in which n is the number of samples and
L is the length of feature vector, respectively. SNE defines the nor-
malized pairwise distances as a joint probability distribution over
the input sample pairs, which are represented in a matrix Ps:
MSNE Algorithm
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Ps
ij ¼

expð�kxi � xjk2
=2r2

i ÞP
h–i expð�kxi � xhk2

=2r2
i Þ
2 Rn�n ð1Þ

where i, j, h e [1, 2, � � �, n] are index variables and r2
i is the variance

of the Gaussian distribution that is centered on data point xi. Simi-
larly, in the output low-dimensional feature space, suppose its fea-
ture dimensionality is d (d < L), we define the probability
distribution matrix Qs of data samples Y = {y1, � � �, yn} e Rd�n as fol-
lows (here we set the fixed variance to be 1/2 (Hinton and Roweis,
2003)):

Q s
ij ¼

expð�kyi � yjk
2ÞP

h–i expð�kyi � yhk
2Þ
2 Rn�n ð2Þ

In Eqs. (1) and (2), we set Ps
ii ¼ 0 and Q s

ii ¼ 0 since we are only
interested in modeling the pairwise similarities.

The aim of SNE is to match these two distributions, Ps and Qs, as
well as possible, i.e., if all of the low-dimensional sample pairs (yi, -
yj) exactly model the similarity between the high-dimensional
sample pairs (xi, xj), the matrices Ps and Qs will be equal. In SNE, this
objective is achieved by minimizing the sum of the Kullback–Lei-
bler divergences (Kullback and Leibler, 1951) between the two dis-
tributions over all the data points:

min
Y

KLðPs;Q sÞ ¼min
Y

X
i

X
j

Ps
ij log

Ps
ij

Q s
ij

ð3Þ

The above standard SNE is, however, always hampered by the
optimization problem and a ‘‘crowding problem’’ (Maaten and Hin-
ton, 2008); as a result, some variants of the SNE algorithm have
been proposed (Cook et al., 2007; Yang et al., 2010). In this paper,
we introduce t-SNE, which improves SNE in the following two
aspects:

(a) In the high-dimensional feature space, a symmetric joint
probability distribution P is defined, which leads to a simpler
gradient computation in optimization:

Pij ¼ ðPs
ij þ Ps

jiÞ=2n ð4Þ

(b) In the low-dimensional feature space, a Student’s t-distribu-
tion with one degree of freedom, rather than a Gaussian dis-
tribution, is used to compute the sample pairs’ similarity Q,
which can avoid the ‘‘crowding problem’’.

Q ij ¼
ð1þ kyi � yjk

2Þ
�1

P
h–lð1þ kyh � ylk

2Þ
�1 ð5Þ

where, again, we set Pii and Qii to zero. Similar to Eq. (3), the objec-
tive function of t-SNE is given by:

min
Y

KLðP;QÞ ¼min
Y

X
i

X
j

Pij log
Pij

Q ij
ð6Þ

Since Eq. (6) is not convex, gradient descent can be used to find
a local solution. The gradient of the Kullback–Leibler divergence
between P and Q in Eq. (6) is given by:

@KLðP;QÞ=@yi ¼ 4
X

j

ðPij � Q ijÞðyi � yjÞð1þ kyi � yjk
2Þ
�1

ð7Þ

Based on the gradient (Eq. (7)), the basic gradient descent and
some other improved strategies to optimize Eq. (6) are available
in literature (Maaten and Hinton, 2008).

2.2. Multiple features t-SNE

In this subsection, we generalize t-SNE to handle the multiple
features of samples and achieve a physically meaningful
low-dimensional feature representation. According to t-SNE, for
the kth feature matrix FðkÞ 2 RLk�n, we have its single feature based
joint probability distribution P(k) using the definition in Eq. (4).
When considering multiple features (k = 1, . . ., m) simultaneously,
we assume that the final probability distribution of the multiple
features is a linear combination of all the single feature based joint
probability distribution matrices, i.e.,

P ¼
Xm

k¼1

xkPðkÞ ð8Þ

where xk is the nonnegative weight of each feature, with the strong
constraints that xk > 0 and

P
kxk = 1. It can be observed from Eq.

(8) that the larger that xk is, the more important is the role of the
kth feature in constructing the final probability distribution matrix
P, which also indicates the contribution of this feature to the subse-
quent image classification. Thus, it is a key issue for MSNE to auto-
matically optimize xk for each feature, according to its unique
contribution. In this paper, we propose an alternating optimization
to simultaneously optimize the MSNE objective function with re-
spect to both the low-dimensional feature representation Y and
the multiple features weight vector x. By following the objective
function of t-SNE (Eq. (6)), the final objective function of MSNE is
given by:

min
Y ;x

X
i

X
j

Xm

k¼1

xkPðkÞij log

Pm
k¼1xkPðkÞij

Q ij

( )
; s:t: xk

> 0;
X

k

xk ¼ 1 ð9Þ

in which matrix Q is derived from the output low-dimensional fea-
ture representation (Eq. (5)).

The optimization of the MSNE algorithm can be locally mini-
mized as follows. To start the alternating optimization of Eq. (9),
we set the initial value of the multiple features weight vector to
xk = 1/m, which means that each feature has the same weighting
factor at initialization. Then, in every round of iteration, we first
fix x to optimize Y, then fix Y to optimize x. The details of these
two steps are given below:

(a) Fix x to optimize Y. Since x is fixed, we simply compute P
using Eq. (8), and then the objective function (Eq. (9)) will
be reduced to exactly the same as t-SNE:

min
Y

X
i

X
j

Pij log
Pij

Qij
ð10Þ

The local minimum of Eq. (10) can be reached by the strategies
introduced in Section 2.1.

(b) Fix Y to optimize x. The objective function (Eq. (9)) reduces
to:

min
x

X
i

X
j

Xm

k¼1

xkPðkÞij log

Pm
k¼1xkPðkÞij

Q ij

( )
; s:t: xk

> 0;
X

k

xk ¼ 1 ð11Þ

which is an entropy maximization (Boyd and Vandenberghe, 2004).
As the solution of this optimization, the optimized vector x must be
the only one of xk equal to 1, and the others must be equal to zeros
(at the vertex of the variable feasible region), which means that only
one feature works, while the contributions of the other features
vanish in the output low-dimensional feature representation (Xie
et al., 2011). To avoid this problem, we add an l2 norm regulariza-
tion term into the current objective function:
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min
x

X
i

X
j

Xm

k¼1

xkPðkÞij log

Pm
k¼1xkPðkÞij

Q ij

( )
þ rkxk2

; s:t: xk

> 0;
X

k

xk ¼ 1 ð12Þ

It is worth noting that the regularization parameter r in (12)
plays an important role in the optimization. This parameter actu-
ally controls the weighting of each feature for the reduced feature
representation. The detailed analysis of the effect of this parameter
to the algorithm performance would be discussed later.

It is known that the Kullback–Leibler divergence and the l2
norm are both convex functions with respect to x (Boyd and Van-
denberghe, 2004); therefore, the minimization (12) is convex with
respect to x. In fact, this optimization can be globally minimized
by the use of Nesterov’s accelerated first-order method (Nesterov,
2005).

2.3. Linearization of MSNE

The introduced MSNE finds an optimal feature embedding for
the original multiple features in the high-dimensional feature
spaces. It should be emphasized that this feature mapping from
F ¼ fFðkÞ 2 RLk�ng

m

k¼1 to Y = {y1, � � �, yn} e Rd�n is always nonlinear
and implicit. In fact, we usually have to process hundreds of thou-
sands of pixels in remote sensing image classification, i.e., n = 105

in image classification. However, it is not possible to use MSNE
to find the low-dimensional subspace using all the pixels as input,
because the size of the joint probability distribution matrices P(k)

scales with the number of input samples; therefore, the suggested
MSNE suffers from the out-of-sample problem. To address this
problem, just as with some linear versions of the manifold learning
DR algorithms (He et al., 2005), only a subset of pixels in the image
is used as the input data of MSNE. These samples can be generated
by uniform selection or random selection from the full dataset. An
explicit linear projection matrix learned by MSNE is then applied to
approximately construct the low-dimensional representation. This
linear transformation for MSNE feature mapping is solved by linear
regression:

UT ¼ YFTðFFTÞ�1 ð13Þ

Finally, for each pixel in the RS image with multiple features
f ¼ ff ðkÞ 2 RLkgm

k¼1 2 R
P

m
Lk , the corresponding low-dimensional

feature representation can be computed by:

y ¼ UT f ð14Þ

As a summary of this section, the detailed procedure of MSNE
for RS image multiple features DR is shown in Fig. 2.

3. Experiments and analysis

In this section, we provide the experimental results and analysis
from a hyperspectral remote sensing image acquired by the Reflec-
tive Optics System Imaging Spectrometer (ROSIS). Firstly, we give a
brief introduction into the adopted study dataset. We then investi-
gate the extracted multiple features of the remote sensing image
and show the image classification results using the proposed mul-
tiple features DR algorithm, compared to some other DR technolo-
gies. Finally, we discuss the parameter analysis of MSNE.

3.1. Study area and dataset

In this section, the experiments are conducted on a publicly
available airborne hyperspectral remote sensing dataset. The
studied RS image was acquired by the ROSIS-03 (Gege and
Mooshuber, 1997) optical sensor on July 8, 2002, at the urban test
area of Pavia, northern Italy (45.11 N, 9.09E). The whole dataset
size is 1400 � 512 pixels, and we use a 400 � 400 subset in this
study. The spatial resolution of this RS image is 1.3 m per pixel.
The number of bands in the acquired image is 115, with a spec-
tral coverage ranging from 0.43 to 0.86 lm, while 13 noisy bands
have been removed by the dataset provider; therefore, the spec-
tral dimension of this image is 102. This dataset was provided
by the IEEE GRSS Data Fusion Technical Committee (Licciardi
et al., 2009).

3.2. Multiple features of the RS image

In our experiments, three kinds of features are employed as a
case study, i.e., the spectral feature, the morphological feature,
and the shape feature.

(1) The spectral feature: the spectral feature of a pixel in a
remote sensing image is obtained by arranging its observed
surface reflectance in all of the l bands:

Spectral ¼ ½v1; v2; � � � ;v l�T ð15Þ

in which vi denotes the DN in band i.
(2) The morphological feature: the differential morphological

profile (DMP) (Benediktsson et al., 2005), which can record
image structural information, is based on two commonly
used morphological operators, i.e., opening and closing.

Let cs and /s be the morphological opening and closing opera-
tors by reconstruction with scale element s e [0, S], and Pcs and
P/s are the opening and closing profiles of image I with a single
scale s. Therefore, the multiscale opening and closing profiles of
image I are defined as vectors:

Pc ¼ fPcs : Pcs ¼ csðIÞ; s 2 ½0; S�g ð16Þ

Pu ¼ fPus : Pus ¼ usðIÞ; s 2 ½0; S�g ð17Þ

in Eqs. (16) and (17), we define Pc0 = P/0 = I for scale s = 0. The
DMP is then defined as a vector where the measure of the slope
of the opening-closing profile is stored for every step of an increas-
ing scale series (Huang and Zhang, 2009):
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Fig. 3. (a) Multiple features of four pixels with different land-cover classes in the ROSIS dataset, (b) false color image, and (c) the reference ground truth.
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DMPX ¼ fDMPXs : DMPXs ¼ jPXs �PXs�1 j; X 2 ½c;u�; s

2 ½1; S�g ð18Þ

It is worth noting that the above DMP definition is proposed for
a gray-level image, i.e., image I in Eqs. (16) and (17). However, for
hyperspectral images (HSI), the hundreds of spectral bands always
lead to a high-dimensional feature space. As a result, according to
the previous literature, DMP should be implemented on several
principal component images for HSI morphological feature
extraction.

(3) The shape feature: the pixel shape index (PSI) (Zhang et al.,
2006) based method is adopted to describe the shape feature
in a local area. For a certain pixel in an image, the PSI shape
feature extraction consists of three steps: (i) extension of the
direction lines based on gray-level similarity, i.e., pixel
homogeneity PHi; (ii) measurement of the length of each
direction line di, based on the direction line; and (iii), finally,
the shape feature can be represented as:

Shape ¼ ½d1;d2; � � � ; dp�T ð19Þ

in which di is the length of the ith direction line, and p is the number
of directions.

In the experiments, the aforementioned multiple features are
extracted by the following detailed parameter settings: in the spec-
tral domain, we use the 102-D spectral feature for each pixel. In the
spatial domain, we extract the DMP feature using the top four prin-
cipal component images of HSI, with scale elements of s = 0, 1, 2, 3,
and 4 for the opening and closing profiles, respectively, which re-
sults in the 40-D DMP feature. For the shape feature, by setting
the number of directions to 20, we obtain the 20-D shape feature.
In order to compare these features more clearly, each feature is lin-
early stretched to a range of [0, 1], according to its statistical max-
imal and minimal values.

Fig. 3a shows the spectral, DMP and shape features for different
pixels in the ROSIS image. The pixels correspond to the varieties of
land-cover classes, e.g., road, roof, grass, and tree, respectively.
Usually, the spectral signature is the most discriminative feature
in remote sensing image classification, especially in hyperspectral
image classification. However, as this RS image also has a high spa-
tial resolution, which can provide a large amount of detailed spa-
tial information, due to the complex spectral attributes within
each land-cover class and between different classes, single spectral
feature based image classification suffers from an increasing of the
intra-class variance and a decreasing of the inter-class variance.
This leads to a decrease in the discriminability of features in the
spectral domain, particularly for the spectrally similar classes. This
phenomenon can be observed in Fig. 3a, in that the pixel pairs
(road, roof) and (grass, tree) have very similar spectral signatures,
which inspired us to integrate the spatial features (i.e., DMP and
shape), as well as the spectral feature, to enhance the discrimina-
bility between the pixels of different land-cover classes.

Fig. 4 shows the correlation coefficient matrix of the multiple
features in the ROSIS dataset. The size of this matrix is
162 � 162, in which 1–102, 103–142, and 143–162 are the spec-
tral, DMP, and shape features, respectively. It is obvious that the
correlation matrix shown in Fig. 4 contains two red blocks in the
spectral domain, which means that the corresponding features
are highly correlated. The same phenomenon can also be observed
in the shape domain. However, the correlations between these
multiple features show much lower values (close to zero in many
places, as shown in Fig. 4), which indicates that there are some
complementary properties of the above spectral and spatial fea-
tures. This can also be validated in Fig. 3a, in that although the pix-
el pair (road, roof) have a very similar spectral signature, we can
still distinguish them according to the DMP and shape features.
These complementary properties of the multiple features in a RS
image provide information that could potentially improve the im-
age classification accuracy.

3.3. Classification result of the ROSIS dataset

For the MSNE algorithm, we uniformly select n = 1200 samples
(about 0.75% of all the pixels in this RS image), as per step (b) of the



Fig. 5. (a)–(j) Top ten reduced features of all the pixels in the ROSIS dataset, as obtained by MSNE.
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whole procedure. Fig. 5a–j shows the top ten reduced feature com-
ponents of all the pixels in the ROSIS dataset obtained by MSNE. In
particular, we highlight the output features of six pixels with dif-
ferent land-cover classes, as shown in Fig. 6a–f. The subsequent
image classification is then performed using the extracted feature
cube.

This subsection gives the image classification results of the pro-
posed DR approach, as well as some other DR technologies, includ-
ing PCA (Jolliffe, 2002), neighborhood preserving embedding (NPE)
(He et al., 2005), locality preserving projections (LPP) (He and Niy-
ogi, 2004), nonparametric weighted feature extraction (NWFE)
(Kuo and Landgrebe, 2004), and t-distributed stochastic neighbor
embedding (t-SNE) (Maaten and Hinton, 2008). Furthermore, two
classification results are also considered as baselines, they being
the spectral feature (SF, 102-D) based and the vector stacking fea-
ture (VS, 162-D) based image classification. Apart from MSNE, all
the other DR algorithms directly adopt the VS 162-D feature as
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Fig. 6. Graphical representation of the reduced features for different cla
input and then turn out to be a low-dimensional feature represen-
tation for the subsequent image classification. We first employ the
k-NN classifier (Cover and Hart, 1967) with the setting of k = 1 to
achieve the supervised image classification, with the training sam-
ples being randomly selected from the reference data shown in
Fig. 3c. The remaining reference data are applied as test samples
for accuracy assessments of the resulting classification maps. The
numbers of all the reference data as well as the training and test
samples are listed in Table 1. Note that NWFE is a supervised DR
algorithm, which needs discriminative information from training
samples in the objective function; therefore, we use the training
samples, which were the same as in the classification step, to guar-
antee the fairness of the comparison.

Eight different feature-based classification maps are compared
in Fig. 7a–h. Among them, for the six DR approaches, the size of
the reduced low-dimensional feature space is fixed at 30. In
Fig. 7, the proposed MSNE-based image classification achieves
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Table 1
Numbers of all the reference data and training and test samples for the ROSIS image.

Water Road Roof Shadow Grass Tree All

Reference 2224 3696 4187 2662 3400 3216 19,385
Training 30 30 30 30 30 30 180
Test 2194 3666 4157 2632 3370 3186 19,205

Table 2
Classification accuracies of the various features for the ROSIS image.

Water Road Roof Shadow Grass Tree OA Kappa

SF 99.95 87.01 91.94 92.02 83.38 88.32 89.83 0.8769
VS 98.08 70.32 80.37 89.36 82.10 83.67 82.56 0.7890
PCA 98.08 70.26 80.29 89.39 82.10 83.80 82.56 0.7890
NPE 100 84.39 88.21 91.26 94.36 93.78 91.25 0.8945
LPP 99.95 83.90 85.30 90.19 90.32 90.55 89.13 0.8691
NWFE 99.90 94.10 89.43 91.41 88.93 93.15 92.32 0.9071
t-SNE 99.86 90.09 86.62 90.95 90.77 93.18 91.21 0.8938
MSNE 99.95 94.68 95.83 92.47 92.99 92.31 94.54 0.9340
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the best performance. By a detailed comparison with the other
classification maps in Fig. 7a–g, the proposed MSNE shows a good
classification result, especially at the following places in the image:
(1) the roof and its shadow across the river, (2) the large number of
roof pixels in the north-east of the image, and (3) the continuous
road pixels in the south-west of the image. In order to thoroughly
evaluate the discriminability of the different features, the class-
specific accuracies and overall accuracies (OA), as well as the kappa
coefficients of Fig. 7a–h, are also reported in Table 2. From this ta-
ble, the improvements can be highlighted in that MSNE obtains the
highest classification rate in all three classes (road, roof, and sha-
dow), and achieves the top OA and kappa coefficient values.

For a more detailed and comprehensive comparison of the
dimension reduction algorithms (PCA, NPE, LPP, NWFE, t-SNE,
and MSNE), the feature DR and classification operations are con-
ducted using these algorithms combined with two different classi-
fiers, i.e., k-NN and maximum likelihood, with an increase in
subspace dimension d. Fig. 8a shows the classification OAs of the
different algorithms using the k-NN classifier and, again, we use
the SF and VS classification results as baselines. As shown in
Fig. 8a, MSNE performs better than the other algorithms when
d > 10 and achieves the best classification rate around d = 20. When
the subspace dimension is increased to a larger value, the classifi-
cation OA of MSNE stabilizes at the highest OA. Similarly, Fig. 8b
plots the classification OAs of the different algorithms using the
maximum likelihood classifier. Note that for such a classifier, the
covariance matrix of any class will become singular if the amount
of ground truth data in this class is less than the input feature
dimensionality; as a result of this, in our experiment, the maximal
feature dimension should be set to less than 30 (the number of
training samples for each class is given in Table 1). The curves in
Fig. 8b show the significant effect of the Hughes phenomenon:
(a) (b)

(e) (f)
Water RoofRoad

Fig. 7. Classification maps of all the methods for the ROSIS image. (a) SF
when the subspace dimension is greater than 20, the classification
performance of all the DR algorithms falls rapidly. However, when
the subspace dimension increases from d = 5 to d = 15, the MSNE
algorithm achieves the highest image classification OA among all
the reference DR technologies.
3.4. Parameter analysis of MSNE

In the optimization of the weighting factor (Eq. (11)), an l2 norm
regularization is introduced as a relaxation with parameter r to
avoid the unexpected solution given by Eq. (10). According to the
theoretical analysis in Section 2.2, this regularization actually en-
sures each feature has a unique weight for the reduced feature rep-
resentation, adapted to its contribution to the image classification.
Here, we investigate the effect of this parameter r in the alternating
optimization step. Fig. 9a–h describe the relationship of the regu-
larization parameter r and the weighting factors of the extracted
multiple features. From these figures we can see that the spectral
feature is the most discriminative feature for the image classifica-
tion, because the weighting factor of the spectral feature is the
largest in all the figures. It can also be observed that if r is close
to 0, as shown in Fig. 9a, the weighting factors are very sparse;
therefore, the most discriminative feature will be assigned a large
coefficient, and vice versa. In particular, when r = 0, the weighting
factor of the spectral feature will be assigned to 1, while the
weighting factors of the other features will be zero. This point
can also be theoretically justified by convex optimization, as men-
tioned before. With the increase in the r value, the weighting
(c) (d)

(g) (h)
Shadow Grass Tree

, (b) VS, (c) PCA, (d) NPE, (e) LPP, (f) NWFE, (g) t-SNE and (h) MSNE.
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Fig. 8. Classification OAs with respect to reduced feature dimensionality, with the ROSIS dataset. (a) k-NN classifier and (b) maximum likelihood classifier.

Fig. 9. The effect of parameter r on the weighting factors of each feature: (a) r = 0.25, (b) r = 0.5, (c) r = 1, (d) r = 2, (e) r = 4, (f) r = 6, (g) r = 8, and (h) r = 10.
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factors become close to each other, which indicates that the multi-
ple features will share similar weights in the low-dimensional fea-
ture representation. On the other hand, if r is increased to infinity,
the weighting factors of the multiple features will be equal.

Fig. 10 gives a specific comparison of the MSNE classification
OAs with various values of parameter r, using the k-NN classifier.
In this comparison, we use the best performance of the t-SNE algo-
rithm in Fig. 8a (d = 60 for t-SNE) as the baseline. It is clear that the
proposed MSNE outperforms t-SNE over all the r range, with the
peak at r = 6. Before r reaches this location, the classification OA in-
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Fig. 10. The effect of parameter r on the MSNE classification OA.
creases with respect to this parameter; when r is larger than this
value, the classification OA decreases slowly and shows a stable
tendency. By a comprehensive analysis of the phenomenon
appearing in Figs. 9 and 10, we can conclude that the selection of
the regularization parameter r should be based on the complemen-
tary properties of the input multiple features. If the available fea-
tures are complementary to each other, a larger r is preferred to
guarantee that all the input features properly contribute to the
low-dimensional feature representation for the subsequent image
classification; otherwise, we should choose a small r.

To validate the convergence rate of the adopted alternating
optimization in the ROSIS dataset, Fig. 11a–h shows the weighting
factors of the multiple features at the end of each iteration in the
alternating optimization procedure. The initial weighting factors
are set to xk = 1/3, (k = 1, 2, 3), as declared in Fig. 2. It is clear that
the weighting factors often converge at a stable value in about five
iterations; therefore, the low-dimensional feature representation Y
should also reach convergence, correspondingly. In numbers of
experiments on other RS images, the same trend in convergence
has also been clearly observed. These experimental results suggest
that we should fix the number of iterations to five to guarantee
that the MSNE algorithm converges.

4. Conclusion

In this paper, we introduce a multiple features dimension
reduction algorithm under a probabilistic framework which can
consider the features from both the spectral and spatial domains
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of a pixel to achieve a physically meaningful low-dimensional fea-
ture representation for an effective and accurate remote sensing
image classification. For each input feature, a probability distribu-
tion is constructed based on t-SNE, and we then alternately solve t-
SNE and learn the optimal weighting coefficients for different fea-
tures in the MSNE optimization. The linear transformation for
MSNE feature mapping is achieved by linear regression in order
to deal with the out-of-sample problem in remote sensing image
classification. Experiments on the classification of ROSIS hyper-
spectral remote sensing image demonstrate that the proposed ap-
proach can explore the complementary properties of different
features and find an optimal low-dimensional feature representa-
tion for the subsequent classification. The effect of the weighting
factors of each feature on the image classification OA is also inves-
tigated. Our future work will explore how to automatically select
the optimal regularization parameter r in the MSNE alternating
optimization, according to an analysis of the complementary prop-
erties of the input multiple features, which will help the proposed
procedure to achieve a better classification rate for remote sensing
images.
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